QA - action #81200

coordination # 121720 (Resolved): [saga][epic] Migration to QE setup in PRG2+NUE3 while ensuring availability

coordination # 129280 (Resolved): [epic] Move from SUSE NUE1 (Maxtorhof) to new NBG Datacenters

coordination # 37910 (Resolved): [tools][epic] Migration of or away from qanet.qa.suse.de

[tools][labs] some partitions on qanet are 100% full, seems like /data/backups has no new archives since 20201009 due to that

2020-12-18 14:57 - okurz

<table>
<thead>
<tr>
<th>Status:</th>
<th>Resolved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start date:</td>
<td>2020-12-18</td>
</tr>
<tr>
<td>Priority:</td>
<td>Low</td>
</tr>
<tr>
<td>Due date:</td>
<td></td>
</tr>
<tr>
<td>% Done:</td>
<td>0%</td>
</tr>
<tr>
<td>Estimated time:</td>
<td>0.00 hour</td>
</tr>
<tr>
<td>Assignee:</td>
<td>okurz</td>
</tr>
<tr>
<td>Category:</td>
<td></td>
</tr>
<tr>
<td>Target version:</td>
<td>Ready</td>
</tr>
</tbody>
</table>

**Description**

**Observation**

qanet.qa.suse.de df shows:

```
# df -h
Filesystem Size  Used Avail Use% Mounted on
/dev/sda2 20G  13G  6.2G   68% /
udev 2.9G  172K  2.9G    1% /dev
tmpfs 2.9G  0  2.9G    0% /dev/shm
/dev/sdal 479M 101M  353M  23% /boot
/dev/sda3 20G  17G  1.9G  90% /srv
/dev/sda5 20G  19G   0 100% /tmp
/dev/sda6 40G  27G  11G  72% /var
/dev/sdb2 72G  72G   0 100% /data
/openqa.suse.de:/var/lib/openqa/share/factory 7.0T 4.1T 3.0T 59% /mnt/openqa
/dist.suse.de:/dist/ 48T 46T 2.6T 95% /mounts
```

Related issues:

Related to QA - action #81192: [tools] Migrate (upgrade or replace) qanet.qa.... Resolved 2020-12-18

**History**

#1 - 2020-12-28 09:51 - livdywan

I don't seem to have access to qanet.qa.suse.de and can't find documentation of it (e.g. as part of workerconf.sls or elsewhere), see also #81192

#2 - 2021-01-04 10:05 - okurz

- Related to action #81192: [tools] Migrate (upgrade or replace) qanet.qa.suse.de to a supported, current OS size:M added

#3 - 2021-01-04 10:08 - okurz

- Status changed from New to Workable
- Priority changed from Normal to Low
- Target version changed from Ready to future

Over the past days I have cleaned up some old data in /data/backups and /tmp

Now df -h shows:

```
Filesystem Size  Used Avail Use% Mounted on
/dev/sda2 20G  13G  6.2G   68% /
/dev/sdal 479M 101M  353M  23% /boot
/dev/sda3 20G  17G  1.9G  90% /srv
/dev/sda5 20G  17G  2.1G  90% /tmp
/dev/sda6 40G  29G  9.3G  76% /var
/dev/sdb2 72G  44G  24G  65% /data
```

so more headroom again. Likely still not enough to work forever but ok for now :)

2024-07-23
I needed to do this again 2022-02-23

- Category set to Infrastructure
- Parent task set to #37910

- Status changed from Workable to Resolved
- Assignee set to okurz
- Target version changed from future to Ready

qanet was fully decommissioned so implicitly resolved.