
QE tools team - infrastructure backlog

# Subject Project Status Assignee Related issues Priority Category Tags

Workable (5)

76951 Check if new firmware for kerosene (aka. power8.o.o) exists

and remove os-autoinst workarounds again when according

machine settings are applied when necessary size:M

openQA

Infrastructure

Workable  Related to #63142, Copied

from #75259

Low  infra, reactive work

133748 Move of openqaworker-arm-1 to FC Basement size:M QA Workable   Low  infra, arm, FC Basement

152101 Allow salt to properly configure non-production

multi-machine workers size:M

openQA

Infrastructure

Workable  Copied from #152098 Low  infra

156130 Install Intel GPU on one of the servers in FC size:M openQA

Infrastructure

Workable okurz  Low Feature requests infra, reactive work,

next-frankencampus-visit

156913 Remove its=off setting in global QEMUMACHINE for

worker-arm{1,2} size:M

openQA

Infrastructure

Workable  Blocks #153625 Low Feature requests infra

In Progress (2)

139199 Ensure OSD openQA PowerPC machine redcurrant is

operational from PRG2

QA In Progress nicksinger Related to #132140,

Copied from #139112

High  dct migration, infra,

PowerPC, prg2, move, osd,

redcurrant

155824 Support IPv6 SLAAC in our infrastructure size:M openQA

Infrastructure

In Progress nicksinger  Normal Feature requests infra

Blocked (10)

121720 [saga][epic] Migration to QE setup in PRG2+NUE3 while

ensuring availability

QA Blocked okurz Copied to #153655 High  infra

123800 [epic] Provide SUSE QE Tools services running in PRG2

aka. Prg CoLo

QA Blocked okurz  High  infra

156226 [bot-ng] Pipeline failed / failed to pulled image / no space left

on device

openQA

Infrastructure

Blocked livdywan  High  qem-bot, reactive work,

infra

129280 [epic] Move from SUSE NUE1 (Maxtorhof) to new NBG

Datacenters

QA Blocked okurz Copied to #153685,

Copied to #153712

Normal  infra

153670 Move of selected LSG QE machines NUE1 to PRG2e -

fozzie size:M

QA Blocked okurz Related to #155725,

Copied from #132617,

Copied to #153673,

Copied to #153682

Normal  infra, maxtorhof, nue1,

SRV2, prg2e, prg2

153682 Move of selected LSG QE machines NUE1 to PRG2e -

quinn size:M

QA Blocked dheidler Related to #155725,

Copied from #153670,

Copied to #153688

Normal  infra, maxtorhof, nue1,

SRV2, prg2e, prg2
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132140 Support move of PowerPC machines to PRG2 size:M QA Blocked okurz Related to #134132,

Related to #130585,

Related to #136121,

Related to #139199,

Copied to #139106,

Copied to #139109,

Copied to #139112

Low  dct migration, infra,

PowerPC, prg2, move, osd,

o3

153700 Move of selected LSG QE machines NUE1 to PRG2e -

arm4

QA Blocked okurz Copied from #153697,

Copied to #153703

Low  infra, maxtorhof, nue1,

SRV2, prg2e, prg2

153802 Obsolete/remove former qam.suse.de DHCP/DNS davinci

configuration or references size:M

QA Blocked ybonatakis Related to #153796 Low  infra

156322 zabbix-proxy.dmz-prg2.suse.org not reachable from

ariel.suse-dmz.opensuse.org

openQA

Infrastructure

Blocked jbaier_cz Blocks #40196 Low  infra, reactive work, alert,

monitoring, o3

Feedback (2)

156934 RPi realhw tests fail with # Test died: Error connecting to

<root@10.168.192.112>

openQA

Infrastructure

Feedback dheidler  High Regressions/Crashes infra, reactive work, rpi,

fc-basement

157081 OSD unresponsive or significantly slow for some minutes

2024-03-12 08:30Z

openQA

Infrastructure

Feedback okurz Related to #130636 Normal Regressions/Crashes infra, osd, performance
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