
QE tools team - closed within last 60 days

# Subject Project Priority Category

openQA Infrastructure (public) (61)

179485 Document self-service workflow for setup of new machines openQA Infrastructure (public) Low Feature requests

177967 Racktables/Netbox positions in Rack NUE-FC-B5 have some offset size:S openQA Infrastructure (public) Low Feature requests

176241 [spike][timeboxed:10h] Only allow unauthorized asset access on OSD based on network interface size:S openQA Infrastructure (public) Low Feature requests

160826 Optimize gre_tunnel_preup.sh generation jinja template size:S openQA Infrastructure (public) Low Feature requests

177276 Make use of config files in openqa.ini.d for OSD specific settings size:S openQA Infrastructure (public) Normal Feature requests

168177 Migrate critical VM based services needing access to CC-services to CC areas openQA Infrastructure (public) Normal Feature requests

167054 [epic] Run more workloads in CC-compliant PRG2 to be less affected by CC related network changes openQA Infrastructure (public) Normal Feature requests

162734 Simple script detecting gre_tunnel_preup.sh with only empty remote_ip= statements during salt CI pipelines size:M openQA Infrastructure (public) Normal Feature requests

114400 [tools] Rebalance OpenQA worker distribution openQA Infrastructure (public) Normal Feature requests

181301 Dangerous cleanup of OSD database dumps size:S openQA Infrastructure (public) High Feature requests

173674 qamaster-independent backup size:S openQA Infrastructure (public) High Feature requests

113701 [tools] Move workers back to grenache openQA Infrastructure (public) High Feature requests

180710 Upgrade Power8 o3 workers to openSUSE Leap 15.6 - qa-power8-3 size:S openQA Infrastructure (public) Normal Organisational

177766 Consider storage policy for storage.qe.prg2.suse.org size:S openQA Infrastructure (public) Normal Organisational

181184 Conduct lessons learned "Five Why" analysis for "Lessons learned for "OSD is down since 2025-04-19 due to accidental

user actions removing parts of the root filesystem" size:S

openQA Infrastructure (public) High Organisational

179876 [beginner][easy] Unrealistic grafana panel scale openQA Infrastructure (public) Low Regressions/Crashes

176250 file corruption in salt controlled config files size:M openQA Infrastructure (public) Low Regressions/Crashes

175707 OSD backups missing since 2024-11 on backup-vm.qe.nue2.suse.org size:S openQA Infrastructure (public) Low Regressions/Crashes

181991 diesel.qe.nue2.suse.org does not respond over salt "Minion did not return. [Not connected]" openQA Infrastructure (public) Normal Regressions/Crashes

181988 petrol.qe.nue2.suse.org does not respond over salt "Minion did not return. [Not connected]" openQA Infrastructure (public) Normal Regressions/Crashes

181850 osd-deployment | Failed pipeline for master (worker35.oqa.prg2.suse.org and monitor.qe.nue2.suse.org) openQA Infrastructure (public) Normal Regressions/Crashes

181829 monitor.qe.nue2.suse.org not responding to salt size:S openQA Infrastructure (public) Normal Regressions/Crashes

181766 [osd][alert] i915 worker instance not working on jobs since weeks (was: "Job age (scheduled) (max) alert possibly due to

workers exceeding the configured load threshold") size:S

openQA Infrastructure (public) Normal Regressions/Crashes

181580 jenkins doesn't notify us on broken builds/runs - should there be e-mails or such? size:S openQA Infrastructure (public) Normal Regressions/Crashes

181055 [alert] fetch_openqa_bugs runs into timeout/exception openQA Infrastructure (public) Normal Regressions/Crashes

180989 [openQA][worker][ipmi] ipmi jobs are stuck in tear-down and run into MAX_JOB_TIME (was: It takes an extremely long time

to finish the job when connected to an ipmi worker) size:S

openQA Infrastructure (public) Normal Regressions/Crashes

180290 Failed systemd units on sapworker1: configure-source-based-routing@em1 openQA Infrastructure (public) Normal Regressions/Crashes

180287 Failed systemd units on monitor: configure-source-based-routing@eth0, prg2wg-restart, wg-quick@prg2wg openQA Infrastructure (public) Normal Regressions/Crashes

2025-05-17 1/5



# Subject Project Priority Category

179753 [alert] Worker cache service is sometimes not available leading to broken workers alert size:S openQA Infrastructure (public) Normal Regressions/Crashes

179497 [FIRING:1] worker-arm1 (worker-arm1: System load alert openQA worker-arm1 salt system_load_alert_worker-arm1

worker)

openQA Infrastructure (public) Normal Regressions/Crashes

178492 [alert] Many failing `git_clone` Minion jobs auto_review:"Error detecting remote default branch name":retry size:S openQA Infrastructure (public) Normal Regressions/Crashes

176175 [alert] Grafana failed to start due to corrupted config file openQA Infrastructure (public) Normal Regressions/Crashes

175791 [alert] storage: partitions usage (%) alert size:S openQA Infrastructure (public) Normal Regressions/Crashes

175710 OSD openqa.ini is corrupted, invalid characters, again 2025-01-17 openQA Infrastructure (public) Normal Regressions/Crashes

174679 [alert][FIRING:1] baremetal-support (baremetal-support: Disk I/O time alert Generic disk_io_time_alert_baremetal-support

generic) size:S

openQA Infrastructure (public) Normal Regressions/Crashes

163529 redcurrant is unable to boot from PXE server (was:  ppc64le pvm_hmc backend workers lost OS / grub access) size:S openQA Infrastructure (public) Normal Regressions/Crashes

181853 worker35.oqa.prg2.suse.org does not respond over salt "Minion did not return. [Not connected]" size:S openQA Infrastructure (public) High Regressions/Crashes

181817 osd-deployment | Failed pipeline for master: openQA-in-openQA tests failing openQA Infrastructure (public) High Regressions/Crashes

181790 Fix HDD issue on kerosene.qe.nue2.suse.org size:S openQA Infrastructure (public) High Regressions/Crashes

181526 osd-deployment fails during 'check openQA-in-openQA tests' size:S openQA Infrastructure (public) High Regressions/Crashes

181523 openQA log reports "Failed to login: OpenID provider ''" size:S openQA Infrastructure (public) High Regressions/Crashes

181382 OpenQA Jobs test - Incomplete jobs (not restarted) of last 24h alert Salt 2025-04-24 size:S openQA Infrastructure (public) High Regressions/Crashes

181175 OSD is down since 2025-04-19 due to accidental user actions removing parts of the root filesystem size:M openQA Infrastructure (public) High Regressions/Crashes

180980 openqa.suse.de: Cron <geekotest@ariel> ls -t /var/lib/snapshot-changes/kubic/Tumbleweed/* | tail -n +60 | xargs rm -f openQA Infrastructure (public) High Regressions/Crashes

180926 openqa.suse.de: Cron <root@openqa> touch /var/lib/openqa/factory/repo/cvd/* size:S openQA Infrastructure (public) High Regressions/Crashes

180698 "Rollback of updates" wiki section outdated size:S openQA Infrastructure (public) High Regressions/Crashes

180209 Emails not sent to osd-admins for all salt-controlled hosts size:S openQA Infrastructure (public) High Regressions/Crashes

180194 Workers diesel and petrol are down which blocks the salt deployment pipeline size:S openQA Infrastructure (public) High Regressions/Crashes

180155 openqaworker28 is offline size:S openQA Infrastructure (public) High Regressions/Crashes

179861 [alert] web UI: Minion workers alert Salt openQA Infrastructure (public) High Regressions/Crashes

179816 [osd][alert] Job age (scheduled) (max) alert possibly due to workers exceeding the configured load threshold size:S openQA Infrastructure (public) High Regressions/Crashes

179711 [alert] worker30 (worker30: partitions usage (%) alert openQA partitions_usage_alert_worker30 worker size:S openQA Infrastructure (public) High Regressions/Crashes

179629 [alert] Root partition on OSD was almost completely full size:S openQA Infrastructure (public) High Regressions/Crashes

179503 »bot-ng | Failed pipeline for master« due to gpg issues openQA Infrastructure (public) High Regressions/Crashes

179317 [osd] openQA does not pick up most scheduled jobs, sluggish start, multiple failures on 2025-03-21 openQA Infrastructure (public) High Regressions/Crashes

178972 [s390x][s390zl13][tools] nfs mount to openqa.suse.de is missing size:S openQA Infrastructure (public) High Regressions/Crashes

178627 [openQA][sut][ipmi][ipxe] Machine bare-metal1.oqa.prg2.suse.org fails to boot from ipxe size:S openQA Infrastructure (public) High Regressions/Crashes

178576 Workers unresponsive in salt pipelines including openqa-piworker, sapworker1 and monitor size:S openQA Infrastructure (public) High Regressions/Crashes

182021 [alert] web UI: Too many Minion job failures alert openQA Infrastructure (public) Urgent Regressions/Crashes

179389 [openQA][ipxe][sut] scooter-1 and bare-metal6 can not find media with ipxe boot size:S openQA Infrastructure (public) Low Support
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180164 [openQA][media][iso] Missing SLES 16.0 x86_64 full iso openQA Infrastructure (public) High Support

openQA Project (public) (69)

159414 Ensure that os-autoinst-setup-multi-machine reliably sets firewall zones not interfering with /etc/sysconfig/network/ifcfg-*

size:S

openQA Project (public) Low  

180641 [sporadic] Tests fail with auto_review:"hostfwd.*Could not set up host forwarding rule":retry openQA Project (public) Normal  

105903 o3 logreports - Publishing opensuse.openqa.job.restart failed: Connect timeout (9 attempts left) openQA Project (public) Normal  

180650 [beginner][easy] Improve error messages for job template updates openQA Project (public) Low Feature requests

179296 [beginner] View: Parent group with limit confusing size:S openQA Project (public) Low Feature requests

178945 [beginner][easy] Cover code of openQA path lib/OpenQA/BuildResults.pm (statement coverage) openQA Project (public) Low Feature requests

178942 [beginner][easy] Cover code of openQA path lib/OpenQA/Utils.pm (statement coverage) size:S openQA Project (public) Low Feature requests

178207 t: Many leftover t/poolXXXX directories in openQA size:S openQA Project (public) Low Feature requests

164988 Better accounting for openqa-investigation jobs size:S openQA Project (public) Low Feature requests

163940 Warning in test: SQL::Translator::Diff::schema_diff(): producer_args is deprecated size:S openQA Project (public) Low Feature requests

113495 [beginner][ui/ux] Priority display improvement suggestion size:S openQA Project (public) Low Feature requests

90341 [easy][beginner] section numbering on http://open.qa/docs/ openQA Project (public) Low Feature requests

181784 Improve scalability of openQA to be able to connect more worker slots openQA Project (public) Normal Feature requests

180218 openqa-investigate leaves temporary job comments "Starting investigation for job ..." size:S openQA Project (public) Normal Feature requests

180023 Issues with automatic git cloning on local openQA instance openQA Project (public) Normal Feature requests

179590 Ensure our documentation covers where config files are read from openQA Project (public) Normal Feature requests

179362 Support for /usr/etc config files and directories in openQA workers openQA Project (public) Normal Feature requests

176319 testapi power function call "off" needs to be handled gracefully by os-autoinst size:S openQA Project (public) Normal Feature requests

156553 [spike][timeboxed:10h] openQA webUI search view to show all tests blocking an incident by squad - take 2 size:S openQA Project (public) Normal Feature requests

108983 Better handle minion tasks failing with "Job terminated unexpectedly" - OpenQA::Task::Iso::Schedule size:S openQA Project (public) Normal Feature requests

108980 Better handle minion tasks failing with "Job terminated unexpectedly" - OpenQA::Task::Asset::Download size:S openQA Project (public) Normal Feature requests

180878 Changes to sysctl.d/01-openqa-reload-worker-auto-restart.conf need review by SUSE security team openQA Project (public) High Feature requests

180863 Conduct lessons learned "Five Why" analysis for "Gracious handling of longer remote git clones outages" size:S openQA Project (public) High Feature requests

179885 Better handle minion tasks failing with "Job terminated unexpectedly" - OpenQA::Task::Git::Clone git_clone openQA Project (public) High Feature requests

179359 Support for /usr/etc config files and directories in openQA webUI server size:M openQA Project (public) High Feature requests

179038 Gracious handling of longer remote git clones outages size:S openQA Project (public) High Feature requests

178897 Refined use of team-qa-tools Slack channel for automatic notifications size:S openQA Project (public) Low Organisational

179906 Proper release with current content for https://github.com/openSUSE/Mojo-IOLoop-ReadWriteProcess/ size:S openQA Project (public) Low Regressions/Crashes

179395 [beginner] ariel.suse-dmz.opensuse.org: »Can't call method "taskname" on an undefined value at template

test/infopanel.html.ep line 49.« size:S

openQA Project (public) Low Regressions/Crashes
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178117 [openQA][CI] Prevent unhandled output in prove test calls with automatic checks size:S openQA Project (public) Low Regressions/Crashes

176148 Ensure https://github.com/openSUSE/Mojo-IOLoop-ReadWriteProcess/ has 100% passing unit tests in CI size:S openQA Project (public) Low Regressions/Crashes

182399 [Alert] Cron <wwwrun@tumblesle> git -C /srv/jekyll-source/ pull -q openQA Project (public) Normal Regressions/Crashes

182303 openQA worker instances blocked by jobs reported as "running" but according openQA jobs are already

cancelled/obsoleted for long

openQA Project (public) Normal Regressions/Crashes

178186 [sporadic] Failing OBS package check t/12_mocked_container.t for perl-Mojo-IOLoop-ReadWriteProcess on aarch64 size:S openQA Project (public) Normal Regressions/Crashes

178183 [sporadic] Failing OBS package check t/01_run.t for perl-Mojo-IOLoop-ReadWriteProcess on aarch64+ppc64le size:S openQA Project (public) Normal Regressions/Crashes

178180 Test t/14-grutasks.t fails for me in master branch but apparently not in circleCI openQA Project (public) Normal Regressions/Crashes

175060 [sporadic] [Workflow] Failed: os-autoinst/openQA on master / test (7dc9d82) size:M openQA Project (public) Normal Regressions/Crashes

182306 openQA worker instances on petrol reported as offline, no update in logs since multiple days openQA Project (public) High Regressions/Crashes

182279 [Sporadic] Failed: os-autoinst/openQA on master / test (4f6e9eb) openQA Project (public) High Regressions/Crashes

182225 o3 jobs stuck on "git_clone" for days openQA Project (public) High Regressions/Crashes

182168 [alert] fullstack test failing `FAILED--Further testing stopped: 'finished download' not available` openQA Project (public) High Regressions/Crashes

181760 [sporadic][openQA][CI] unhandled output in t/full-stack.t "Use of uninitialized value in numeric ne (!=)

lib/OpenQA/Worker/Job.pm line 770"

openQA Project (public) High Regressions/Crashes

181400 Minion jobs could end up retrying endlessly stalling the queue size:S openQA Project (public) High Regressions/Crashes

180935 Scripts pipeline fails with No reason for devel:openQA:Leap:15.5/perl-Mojo-IOLoop-ReadWriteProcess size:S openQA Project (public) High Regressions/Crashes

180866 http://jenkins.qa.suse.de/job/submit-openQA-TW-to-oS_Fctry/3452/console shows error or warning(?) "404 unknown

repository 'openSUSE_Leap_15.6" size:S

openQA Project (public) High Regressions/Crashes

180785 openQA-in-openQA tests on o3 are not being scheduled openQA Project (public) High Regressions/Crashes

180707 o3 worker openqaworker20 has outdated os-autoinst package, possibly inoperative auto-update service size:S openQA Project (public) High Regressions/Crashes

180701 Package cache on o3 workers does not include any os-autoinst packages size:S openQA Project (public) High Regressions/Crashes

180098 Multi-Machine tests failing on network access openQA Project (public) High Regressions/Crashes

180080 o3 logreports - Publishing opensuse.openqa.job.restart failed: Connect timeout (0 attempts left) openQA Project (public) High Regressions/Crashes

180068 Missing new sections in openQA changelog after bump to version 5.X size:S openQA Project (public) High Regressions/Crashes

180065 openqa-investigate job comments broken, missing job ids openQA Project (public) High Regressions/Crashes

180020 Aggregates on 12-SP5 x86_64 don't show all tests size:S openQA Project (public) High Regressions/Crashes

180002 openQA-in-openQA test fails in dashboard with 403 Forbidden size:S openQA Project (public) High Regressions/Crashes

179699 save_needles fails on osd with "no such remote or remote group: 'origin'" openQA Project (public) High Regressions/Crashes

179545 Skipped dependencies with START_DIRECTLY_AFTER_TEST size:M openQA Project (public) High Regressions/Crashes

179425 Fix reading files from /etc/openqa/openqa.ini.d/ size:S openQA Project (public) High Regressions/Crashes

179149 Cron <root@ariel> /usr/bin/dehydrated --cron | /opt/os-autoinst-scripts/filter-dehydrated-cron-output "ERROR: An error

occurred while sending post-request to https://acme-v02.api.letsencrypt.org/… (Status 503)" size:S

openQA Project (public) High Regressions/Crashes

179146 [obs] os-autoinst t/34-git.t  fails in devel:openQA:tested builds, formerly openSUSE:Factory openQA Project (public) High Regressions/Crashes
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179131 Tests failing with zypper error about package corrupted during transfer auto_review:"Package

perl-DBIx-Class-DeploymentHandler.*seems to be corrupted during transfer"

openQA Project (public) High Regressions/Crashes

179017 [obs] os-autoinst t/34-git.t  fails in Factory builds openQA Project (public) High Regressions/Crashes

178822 openQA in openQA tests failing with unreachable webUI, possibly due to SELinux size:S openQA Project (public) High Regressions/Crashes

178642 openQA in openQA tests failing with 503 errors and timeouts due to misbehaving MirrorCache / CDN

auto_review:"retry.*zypper.*ref && zypper --no-cd -n in openQA-worker.*timed out" size:S

openQA Project (public) High Regressions/Crashes

178324 [sporadic] svirt s390x tests sometimes time out while syncing assets

auto_review:"LIBSSH2_ERROR_TIMEOUT[\s\S]*rsync":retry size:S

openQA Project (public) High Regressions/Crashes

178147 ariel.suse-dmz.opensuse.org: " Publishing opensuse.openqa.comment.create failed: Can't connect: System error (9

attempts left)" size:S

openQA Project (public) High Regressions/Crashes

170209 [sporadic] auto_review:"Failed to find an available port: Address already in use":retry, produces incomplete jobs on OSD,

multiple machines size:M

openQA Project (public) High Regressions/Crashes

180695 tests fail due to removal of '%cmd' from testapi size:S openQA Project (public) Urgent Regressions/Crashes

179074 [tools][openQA][autoinst] autoinst url of repositories 404 Not Found size:S openQA Project (public) High Support

178906 Support with broken MultiMachine setup size:S openQA Project (public) High Support

openQA Tests (public) (7)

180905 [tools][qe-core]test fails in openqa_bootstrap on leap15.6 size:S openQA Tests (public) Normal Bugs in existing tests

177964 [tools][qe-core][s390x] many jobs failed due to error message "error: Disconnected from qemu:///system due to end of file" openQA Tests (public) Normal Bugs in existing tests

179512 openQA-in-openQA test fails in test_running, git clone takes longer than we actually try size:S openQA Tests (public) High Bugs in existing tests

166445 [openQA-in-openQA][sporadic] test fails in tests, simple_boot incomplete auto_review:"no candidate

needle.*openqa-test-details.*matched":retry

openQA Tests (public) High Bugs in existing tests

182042 [qe-core][MinimalVM][RPi] backend::baseclass::die_handler: Backend process died, backend errors are reported below in

the following lines:

openQA Tests (public) Normal Infrastructure

177078 enable IPMI test hosts again for production after #168097 is solved openQA Tests (public) Normal Infrastructure

180857 [qe-tools][RPi] asset failure: Cannot find HDD_1 asset hdd/sle-15-SP7-aarch64-JeOS-for-RaspberryPi-2.109.qcow2 openQA Tests (public) High Infrastructure

QA (public) (9)

179963 [tools][organisational] Team split - split backlog queries QA (public) Low  

177895 Come up with ideas to make moderation more fun and more accessible instead of a hard-coded list of moderators size:S QA (public) Low  

167884 [tools][organisational] Reconsider team composition size:S QA (public) Low  

161267 Represent the effect of "@review:acceptable_for" labels on qem-dashboard pages size:M QA (public) Low  

181577 [alert] o3 DNS record unpingable for > 15min QA (public) Normal  

155671 [epic] Better handling of SLE maintenance test review QA (public) Normal  

180809 [spike][timeboxed:20h] qem-bot+qem-dashboard reading from/writing to gitea instead of smelt/IBS size:M QA (public) High  

180764 [tools][organisational] Team split - clear definition of infra and dev scopes size:S QA (public) High  

179966 [tools][organisational] Team split - additional scrum master size:S QA (public) High  
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