<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>65067</td>
<td>openQA Tests</td>
<td>[kernel] test fails in clone301</td>
<td>New</td>
<td></td>
<td>Planned - kernel&amp;network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65064</td>
<td>openQA Tests</td>
<td>[functional][u] Use updated QEMURAM value in jobs with GNOME=1</td>
<td>Workable</td>
<td>coolgw</td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65061</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] publish qcow for Bug 1166042 - just for tracking this task since this issue not 100% reproduce, maybe need more run</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65058</td>
<td>openQA Tests</td>
<td>[functional][u][xen-hvm] test fails in user_defined_snapshot - Machine didn't shut down</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65055</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] Create qcow2 with spvm backend</td>
<td>New</td>
<td>leli</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65049</td>
<td>openQA Tests</td>
<td>[qac][public cloud] Need to move LTP tests selection from openQA Test Suite variable to tests</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65046</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in validate_packages_and_patterns - No beta packages present</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65043</td>
<td>openQA Tests</td>
<td>[opensuse][sporadic] test fails in opensuse_welcome</td>
<td>Workable</td>
<td>StefanBruens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65040</td>
<td>openQA Tests</td>
<td>[sle][functional][u] enhance post_fail_hook on OOM condition</td>
<td>New</td>
<td></td>
<td></td>
<td>Related to #63355</td>
<td></td>
</tr>
<tr>
<td>65037</td>
<td>openQA Tests</td>
<td>[JeOS][kernel] test fails in kdump_and_crash</td>
<td>New</td>
<td>pcervinka</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65025</td>
<td>openQA Tests</td>
<td>[opensuse][aarch64][jeos] consistently incompleting scenario that never worked <em>opensuse-Tumbleweed-JeOS-for-AArch64-aarch64-jeos_tw_zdup_aarch64@aarch64</em></td>
<td>New</td>
<td>ggardet_arm</td>
<td>Duplicates #62159</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65019</td>
<td>openQA Infrastructure</td>
<td>ppc64 debuginfo repo is not stripped for Tumbleweed</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65016</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in firewall_enabled - PPC performing slower?</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65013</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in svirt_upload_assets - Command is typed before the shell is ready, causing undefined behavior (missing key)</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65010</td>
<td>openSUSE admin</td>
<td>rsync.opensuse.org / widehat.opensuse.org -&gt; HTTP Server not listening on IPv6 Address</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65007</td>
<td>openQA Tests</td>
<td>[qam] test fails in firefox</td>
<td>New</td>
<td>dzedro</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65004</td>
<td>openQA Project</td>
<td>The asset generated by FORCE_PUBLISH works fine but does not show up in &quot;Logs &amp; Assets&quot; and is also not mentioned in logs</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64992</td>
<td>openQA Tests</td>
<td>[sle][security][sle15sp2] openssl TLS 1.3 enablement</td>
<td>New</td>
<td>rfan1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64989</td>
<td>openQA Tests</td>
<td>[qam] test fails in libreoffice_pyuno_bridge_no_evolution_dep</td>
<td>In Progress</td>
<td>dzedro</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64983</td>
<td>openQA Infrastructure</td>
<td>Staging machine openqa-staging-1.qa.suse.de does not boot after update to Leap 15.1</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64980</td>
<td>openQA Tests</td>
<td>&quot;microos&quot; tests do not have a bug report button, template needs adjustment</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64977</td>
<td>openQA Project</td>
<td>[opensuse] test fails in zypper_ref - test runs after repo synced</td>
<td>In Progress</td>
<td>andriinikitin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64970</td>
<td>openQA Tests</td>
<td>[desktop][opensuse][multi-machine] test fails in xrdp_client to connect to server</td>
<td>Workable</td>
<td></td>
<td></td>
<td>Related to #64700</td>
<td></td>
</tr>
<tr>
<td>64967</td>
<td>openQA Tests</td>
<td>job templates are duplicated as job template in job groups as well as test suites</td>
<td>New</td>
<td>tinita</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64961</td>
<td>openQA Tests</td>
<td>test fails in installation - cannot find autoinst.xml. server returned code 404</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64947</td>
<td>openQA Tests</td>
<td>[desktop] remove workaround for bug#1086425 if possible / reduce duplicate handling / verify bug</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64941</td>
<td>openQA Infrastructure</td>
<td>after every reboot openqaworker7 is missing var-lib-openqa-share.mount , check dependencies of service with openqaworker1</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>-----------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-----------</td>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>64938</td>
<td>openQA Project</td>
<td>‘+ISO=’ in test suite breaks a number of tests</td>
<td>Feedback</td>
<td>okurz</td>
<td></td>
<td></td>
<td>Related to #59394, #63565</td>
</tr>
<tr>
<td>64935</td>
<td>openQA Project</td>
<td>Provide test results of &quot;related results&quot; on job details</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64932</td>
<td>openQA Tests</td>
<td>[functional][y] Enable crypt_no_lvm on power/VM</td>
<td>New</td>
<td></td>
<td>Milestone 33</td>
<td>21/04/2020</td>
<td></td>
</tr>
<tr>
<td>64929</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] test fails in yast2_migration - yast2-migration-installupdat...</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64926</td>
<td>openQA Project</td>
<td>Cleanup temporary files from tests in os-autoinst</td>
<td>In Progress</td>
<td>tinita</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64917</td>
<td>openQA Project</td>
<td>gnu-img create sometimes fails with exit code 1 but no apparent error message</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64914</td>
<td>openQA Tests</td>
<td>[JeOS] introduce softfail to yast2 lan bsc#1115644 (WAS: test fails in evolution_prepare_servers)</td>
<td>Feedback</td>
<td>mlvovska</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64911</td>
<td>openQA Tests</td>
<td>[functional][y] Validate only relevant parts of lvm+resize_root</td>
<td>New</td>
<td></td>
<td>Milestone 33</td>
<td>21/04/2020</td>
<td></td>
</tr>
<tr>
<td>64905</td>
<td>openQA Tests</td>
<td>[sle][security][sle15sp2] Implement test for tpm2_tools</td>
<td>In Progress</td>
<td>rfan1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64902</td>
<td>openQA Tests</td>
<td>[sle][security][sle15sp2] Implement test for tpm2_engine</td>
<td>In Progress</td>
<td>rfan1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64899</td>
<td>openQA Tests</td>
<td>[sle][security][sle15sp2] Implement test for tpm2_env_setup</td>
<td>In Progress</td>
<td>rfan1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64896</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] test fails in consoletest_finish</td>
<td>New</td>
<td>coolgw</td>
<td></td>
<td></td>
<td>Related to #64812</td>
</tr>
<tr>
<td>64884</td>
<td>openQA Project</td>
<td>Distinguish test contributor errors from unexpected backend crashes</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64881</td>
<td>openQA Project</td>
<td>Reconsider triggering cleanup jobs</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64860</td>
<td>openQA Tests</td>
<td>[sles][functional][u] SLES-15-SP2-x86_64-Build164.1@64bit-gnome.qcow2&quot; failed: 404 Not Found</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64857</td>
<td>openQA Project</td>
<td>Put single-line error messages into incomplete reason for &quot;died&quot;</td>
<td>In Progress</td>
<td>cdywan</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64854</td>
<td>openQA Project</td>
<td>gnu-img error message is incorrectly tried to be parsed as JSON auto_review:&quot;malformed.JSON string*</td>
<td>Feedback</td>
<td>tinita</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64851</td>
<td>openQA Tests</td>
<td>[sles][functional][u] test fails in clamav - timeout issue</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64845</td>
<td>openQA Tests</td>
<td>[sle][migration][backlog] Enhance tests to not repeat &quot;patch_sle&quot; in so many scenarios</td>
<td>New</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64836</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] Add some migration testcases for lp from SLES 12 SP5 to SLES 15 SP2 on s390x</td>
<td>Blocked</td>
<td>lieli</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64833</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] Add testcase with recommended modules from SLES 15 SP1 to SP2 on powerVM on spvm backend</td>
<td>Workable</td>
<td>hjluo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64830</td>
<td>openQA Project</td>
<td>does it make sense to limit &quot;keep_logs_in_days&quot; to &quot;keep_results_in_days&quot; in webUI?</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Copied from #64824</td>
</tr>
<tr>
<td>64821</td>
<td>openSUSE admin</td>
<td>connect.o.o: Can’t edit user profile / Field ‘id’ doesn’t have a default value</td>
<td>New</td>
<td>frupp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64815</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in sathd - keyscan failed, no logs (missing keys, most likely)</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64812</td>
<td>openQA Tests</td>
<td>[functional][u][sporadic] test fails in shutdown - Screen buffer shows old display state instead of locked screen, ensure_unlocked_desktop thinks it is unlocked and test fails later</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td>Related to #64896</td>
<td></td>
</tr>
<tr>
<td>64809</td>
<td>openQA Project</td>
<td>Worker uploads some text results possibly multiple times wasting resources</td>
<td>In Progress</td>
<td>mkittler</td>
<td></td>
<td>Related to #64574</td>
<td></td>
</tr>
<tr>
<td>64806</td>
<td>openQA Tests</td>
<td>[functional][u] Implement slow_type parameter for assert_script_run</td>
<td>In Progress</td>
<td>jorauch</td>
<td>Milestone 31</td>
<td>Blocks #28988</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>64803</td>
<td>openQA Infrastructure</td>
<td>harmonize IPMI username and password auto_review:&quot;(sonic</td>
<td>tails)-sp.qa.suse.de</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64800</td>
<td>openQA Infrastructure</td>
<td>The worker openqaworker9.suse.de is down</td>
<td>Blocked</td>
<td>Xiaojing_liu</td>
<td></td>
<td>13/04/2020</td>
<td></td>
</tr>
<tr>
<td>64776</td>
<td>openQA Project</td>
<td>cache service suddenly stopped to download assets, all subsequent jobs needing download incomplete, just &quot;Failed to download&quot;, no further reason</td>
<td>Workable</td>
<td>kraih</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64773</td>
<td>openQA Tests</td>
<td>[functional][y] Adjust SLE 15 SP2 test code to select modules using new widget</td>
<td>Workable</td>
<td>riarov</td>
<td>Milestone 33</td>
<td>07/04/2020</td>
<td></td>
</tr>
<tr>
<td>64767</td>
<td>openQA Project</td>
<td>Refactor OBS perl update script</td>
<td>In Progress</td>
<td>initia</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64761</td>
<td>openQA Tests</td>
<td>[functional][y] wicked changed behavior to reload instead of restart on latest version</td>
<td>New</td>
<td>Milestone 33</td>
<td>21/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64746</td>
<td>openQA Project</td>
<td>[epic] Handle large storage efficiently to be able to run current tests but keep big archives of old results</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64743</td>
<td>openQA Project</td>
<td>Argument &quot;DBD::SQLite::st execute failed...&quot; isn't numeric in numeric eq (==) at lib/OpenQA/Worker/Engines/isotovideo.pm line 287</td>
<td>New</td>
<td>kraih</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64737</td>
<td>openQA Infrastructure</td>
<td>openqaworker-arm-3 is down since 2020-03-16, also IPMI unresponsive</td>
<td>Blocked</td>
<td>okurz</td>
<td></td>
<td></td>
<td>Blocks #61844</td>
</tr>
<tr>
<td>64731</td>
<td>openQA Tests</td>
<td>[functional][y] yast2_cmdline module should use wicked manager</td>
<td>New</td>
<td></td>
<td>future</td>
<td>21/04/2020</td>
<td>Copied from #64970</td>
</tr>
<tr>
<td>64700</td>
<td>openQA Infrastructure</td>
<td>setup o3 workers openqaworker4 and openqaworker7 for multi-machine tests</td>
<td>In Progress</td>
<td>okurz</td>
<td></td>
<td></td>
<td>Related to #61901</td>
</tr>
<tr>
<td>64688</td>
<td>openQA Tests</td>
<td>[functional][y] Travis check detect_unused_modules is taking 4 minutes to be completed.</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64685</td>
<td>openQA Infrastructure</td>
<td>openqaworker1 showing NVMe problems “kernel: nvme nvme0: Abort status: 0x0”</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64667</td>
<td>openQA Project</td>
<td>START DIRECTLY_AFTER_TEST - Child cancellation cancels other childs</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64664</td>
<td>openQA Tests</td>
<td>[sle][migration][backlog] Test fails in reconnect_mgmt_console - Test died: Bizarre copy of ARRAY in list assignment at /usr/lib/perl5/vendor_perl/5.26.1/Devel/StackTrace.pm line 61</td>
<td>New</td>
<td>hjlu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64625</td>
<td>openQA Tests</td>
<td>test fails in NM_wpa2 Enterprise - Fail to connect</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64604</td>
<td>openQA Tests</td>
<td>test fails in ibus_test_cch - 'Region &amp; Language' search returns no result</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64598</td>
<td>openQA Tests</td>
<td>test fails in validate_yast2_firstboot_configuration - y2_firstboot_tester no such user</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64595</td>
<td>openSUSE admin</td>
<td>Is kruemel.i.o.o still needed?</td>
<td>Workable</td>
<td>rupp</td>
<td>31/03/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64592</td>
<td>openQA Tests</td>
<td>test fails in gnucash - gnucash main window hidden by welcome pop-up</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64580</td>
<td>openQA Infrastructure</td>
<td>Detect and recover from I/O blocked worker machines, e.g.</td>
<td>Workable</td>
<td>mkittler</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64574</td>
<td>openQA Project</td>
<td>Keep track of disk usage of results by job groups</td>
<td>Feedback</td>
<td>mkittler</td>
<td>Current Sprint</td>
<td>Related to #64809, Related to #64824</td>
<td></td>
</tr>
<tr>
<td>64568</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in vnc_two_passwords - Test fails due to (apparent) timeout</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64565</td>
<td>openQA Tests</td>
<td>[sporadic] test fails in plasma_browser_integration - Pause button not clicked</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64562</td>
<td>openQA Tests</td>
<td>[qac][public cloud][MACHINE=Standard_L8s_v2][FLAVOR=~Azure] Instance type Standard_L8s_v2 isn't bootable with kernel-azure</td>
<td>Feedback</td>
<td>cfconrad</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64544</td>
<td>openQA Project</td>
<td>Asset required by scheduled job wiped by limit_assets</td>
<td>Feedback</td>
<td>okurz</td>
<td></td>
<td>Related to #12180</td>
<td></td>
</tr>
<tr>
<td>64541</td>
<td>openQA Infrastructure</td>
<td>Issues with DNS resolving in QEMU</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>---------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-------------</td>
<td>------------</td>
<td>----------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>64523</td>
<td>openQA Tests</td>
<td>[openqa-in-openqa][sporadic] test fails in sometimes openqa_webui waiting for output from nohup.out, potential race condition?</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64520</td>
<td>openQA Project</td>
<td>Deal with jobs stuck in assigned state</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64511</td>
<td>openQA Tests</td>
<td>test fails in gnuCash with &quot;Help&quot; not responding</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64508</td>
<td>openQA Tests</td>
<td>test fails in user_gui_login</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64505</td>
<td>openQA Tests</td>
<td>test fails in NM_wpa2 Enterprise - connection failed</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64496</td>
<td>openQA Infrastructure</td>
<td>job_templates_scheduling API always returns YAML, even if client requests JSON</td>
<td>Feedback</td>
<td>tinita</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64472</td>
<td>openQA Tests</td>
<td>[sle][functional][u] test fails in xterm</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64469</td>
<td>openQA Tests</td>
<td>[sle][functional][u] test fails in consoleTest_finish</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64466</td>
<td>openQA Tests</td>
<td>[functional][y] test fails in shutdown</td>
<td>New</td>
<td></td>
<td>Milestone 32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64463</td>
<td>openQA Tests</td>
<td>test fails in live_installation on Tumbleweed</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64457</td>
<td>openQA Tests</td>
<td>[sle][functional][u][sporadic] test fails in s1e15_workarounds - text-logged-in-root not successful</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64445</td>
<td>openQA Tests</td>
<td>[JeOS] extend jeos testing to validate UEFI boot with secure boot</td>
<td>In Progress</td>
<td>mloviska</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64439</td>
<td>openQA Tests</td>
<td>pkcon succeeds whereas it returns with a fatal error</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64430</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] test fails in check_upgraded_service - script timeout: aa-disable /usr/sbin/nscd</td>
<td>In Progress</td>
<td>hjluo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64418</td>
<td>openQA Tests</td>
<td>[qam] test fails in grub2_test</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64412</td>
<td>openQA Project</td>
<td>Get rid of eval in OpenQA::WebAPI::Plugin::HashedParams</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64406</td>
<td>openQA Tests</td>
<td>[JeOS] enable VMware test suites</td>
<td>New</td>
<td>mloviska</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64394</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2][Regression] test fails in ssdh - Failed to wait for password prompt</td>
<td>Blocked</td>
<td>hjluo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64373</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in consoleTest_finish on aarch64: timeout_exceeded</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64364</td>
<td>openQA Tests</td>
<td>[sle][security][sle15sp2]test fails in aide_check</td>
<td>New</td>
<td>bchou</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64334</td>
<td>openQA Tests</td>
<td>test fails in select_packages in text mode installation</td>
<td>New</td>
<td>dawei_pang</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64328</td>
<td>openQA Tests</td>
<td>[functional][y] fix hostname_inst from btrfs_libstorage-ng</td>
<td>In Progress</td>
<td>ybonatakis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64325</td>
<td>openQA Tests</td>
<td>[functional][y] Add check in autoyast installation test with wrong autoyast profile path</td>
<td>New</td>
<td></td>
<td>21/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64322</td>
<td>openQA Project</td>
<td>Improve feedback on multi-machine API errors</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td>Related to #64075</td>
</tr>
<tr>
<td>64316</td>
<td>openQA Tests</td>
<td>[functional][y] Automate YaST Online Search menu from yast2 sw_single module</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td>Copied from #63595</td>
</tr>
<tr>
<td>64310</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2][Regression] test fails in system_prepare - suseconnect -p failed</td>
<td>Blocked</td>
<td>linawang123</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64290</td>
<td>openQA Project</td>
<td>Docker container &quot;openqa_webui&quot; throws an exception when trying to run.</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64285</td>
<td>openQA Tests</td>
<td>[qam] Aggregate tests with GM base image</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64279</td>
<td>openQA Infrastructure</td>
<td>[OS upgrade] upgrade xen host openqa5-xen.qa.suse.de</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64210</td>
<td>openQA Tests</td>
<td>[JeOS][milestone validation] - jeos-validator installs qemu-tools</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64201</td>
<td>openQA Project</td>
<td>Make queued assigned jobs more distinguishable</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64174</td>
<td>openQA Project</td>
<td>/admin/obs_rsync could benefit from help popovers</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

31/03/2020
<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>64168</td>
<td>openSUSE admin</td>
<td>2020-04-07 18:00 UTC: openSUSE Heroes meeting April 2020</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64138</td>
<td>openSUSE Release Process</td>
<td>Cannot support VNC remote access as missing xorg-x11 package for TW ppc64le</td>
<td>New</td>
<td>michiel_mno</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64135</td>
<td>openSUSE admin</td>
<td>openSUSE mirror request</td>
<td>In Progress</td>
<td>pjesse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64129</td>
<td>openQA Project</td>
<td>Set '0' for upload process to something more explicit (was: Duplicate worker instances competing)</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #63853</td>
</tr>
<tr>
<td>64123</td>
<td>openQA Infrastructure</td>
<td>Expose database revert as a manual trigger</td>
<td>New</td>
<td>cdwyn</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64120</td>
<td>openQA Project</td>
<td>Make weekly meetings available to community members</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64117</td>
<td>openQA Project</td>
<td>Document data structures of files written by os-autoinst</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64114</td>
<td>openQA Tests</td>
<td>[functional][u][ppc64le] test fails in updates_packagekit_gpk &quot;client did not authorize action&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64078</td>
<td>openQA Project</td>
<td>[openqa-in-openqa] Tests covering bootstrap method</td>
<td>Workable</td>
<td>future</td>
<td></td>
<td>Copied from #64069</td>
<td></td>
</tr>
<tr>
<td>64075</td>
<td>openQA Project</td>
<td>Use validation consistently in controllers</td>
<td>In Progress</td>
<td>cdwyn</td>
<td>Current Sprint</td>
<td>Related to #64322</td>
<td></td>
</tr>
<tr>
<td>64057</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2][regression] test fails in yast2_migration - need more time for loading package manager</td>
<td>Blocked</td>
<td>coolgw</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64051</td>
<td>openQA Tests</td>
<td>[functional][u] Add mariadb integration tests</td>
<td>Workable</td>
<td>szarate</td>
<td>Milestone 30</td>
<td>Related to #63871</td>
<td></td>
</tr>
<tr>
<td>64042</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in NM_wpa2 Enterprise: &quot;dhcp4 (wlan1): request timed out&quot; Leap15.2 ppc64le</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63988</td>
<td>openQA Project</td>
<td>[openqa-in-openqa] test fails in start_test – failed to clone job to local instance, error 503 by apache proxy</td>
<td>Workable</td>
<td></td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63976</td>
<td>openQA Tests</td>
<td>[opensuse][functional][u] test fails in wine - timeout after package installation, polkit window unhandled?</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63967</td>
<td>openSUSE admin</td>
<td>news.o.o: changed feed location - please setup redirects</td>
<td>In Progress</td>
<td>helicp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63964</td>
<td>openQA Tests</td>
<td>[qam] test fails in 1_test_result</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63934</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2] remove the workaround of bug 980337</td>
<td>In Progress</td>
<td>leli</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63919</td>
<td>openQA Project</td>
<td>Improve handling of additional UEFI settings</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63895</td>
<td>openQA Tests</td>
<td>[functional][u][virtualization][sporadic] test fails in consoletest_finish - missing keys while switching to x11 console</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63892</td>
<td>openQA Tests</td>
<td>[functional][u][qam] test fails in firefox - help-menu does not show up on openQA when pressing 'alt-h'</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63883</td>
<td>openQA Project</td>
<td>openqa-clone-job does not support removing an unuseful setting</td>
<td>Feedback</td>
<td>Xiaojing_liu</td>
<td>Current Sprint</td>
<td></td>
<td>Related to #63565</td>
</tr>
<tr>
<td>63874</td>
<td>openQA Infrastructure</td>
<td>ensure openqa worker instances are disabled and stopped when &quot;numofworkers&quot; is reduced in salt pillars</td>
<td>New</td>
<td></td>
<td></td>
<td>Copied from #63853</td>
<td></td>
</tr>
<tr>
<td>63868</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in welcome - Race condition, fullscreen is done for the popup instead of the main window</td>
<td>Feedback</td>
<td>jorauch</td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63865</td>
<td>openQA Tests</td>
<td>[qam] test fails in ntp</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63859</td>
<td>openQA Tests</td>
<td>[kernel][spvm][ipmi][tools] os-autoinst internals in susedistribution.pm:console_selected</td>
<td>New</td>
<td>pcvinkna</td>
<td>Planned - kernel&amp;network</td>
<td>Related to #59843</td>
<td></td>
</tr>
</tbody>
</table>

31/03/2020
<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>63844</td>
<td>openQA Tests</td>
<td>[desktop][sle15sp2] test fails in evolution_smoke</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63823</td>
<td>openSUSE Marketing</td>
<td>Finish design</td>
<td>In Progress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63820</td>
<td>openSUSE Marketing</td>
<td>Announce Tshirt promo</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63805</td>
<td>openQA Tests</td>
<td>[functional][y] test fails in select_packages - package not unselected</td>
<td>Feedback</td>
<td>ggardet_arm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63802</td>
<td>openQA Project</td>
<td>Further improve consistency of job states/results</td>
<td>New</td>
<td>future</td>
<td></td>
<td></td>
<td>#60458</td>
</tr>
<tr>
<td>63775</td>
<td>openQA Tests</td>
<td>[opensuse][functional][u] test fails in virtman_view - assert_screen(&quot;virtman-preferences-dialog-general&quot;) could help</td>
<td>In Progress</td>
<td>StefanBruens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63727</td>
<td>openQA Tests</td>
<td>[opensuse][ppc64le] select_console &quot;log-console&quot; do not try to activate after a previous failure</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #63643, Related to #48110</td>
</tr>
<tr>
<td>63721</td>
<td>openQA Tests</td>
<td>[functional][y][u][hmc][sporadic] system hangs while loading &quot;client-architecture-support&quot;</td>
<td>New</td>
<td>mgriessmeier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63715</td>
<td>openQA Tests</td>
<td>[functional][y] extend openQA test for bug #1140040</td>
<td>New</td>
<td>future</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63712</td>
<td>openQA Project</td>
<td>Have git-clone-custom-refspec pickup tests from PR descriptions</td>
<td>Feedback</td>
<td>cdywan</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63706</td>
<td>openQA Infrastructure</td>
<td>[zkvm] Connection loss between VM and host on openqaworker2</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63655</td>
<td>openQA Tests</td>
<td>[functional][y] Test scenario when scc.suse.com is not available and installer tries self update (bsc#1162903)</td>
<td>New</td>
<td>future</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63649</td>
<td>openQA Tests</td>
<td>[functional][u] Enhanced reboot_after_installation</td>
<td>Feedback</td>
<td>zluo</td>
<td>Milestone 30</td>
<td></td>
<td>#59014</td>
</tr>
<tr>
<td>63634</td>
<td>invisAD-setup</td>
<td>We should publish a list with the expiry dates of all VPN client certs</td>
<td>New</td>
<td>Future</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63631</td>
<td>invisAD-setup</td>
<td>We should publish the CRL expiration date via invis portal</td>
<td>New</td>
<td></td>
<td>14.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63622</td>
<td>openSUSE admin</td>
<td>Establishing the strategy for establishing bridges between communication channels</td>
<td>New</td>
<td>hellcp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63607</td>
<td>openQA Tests</td>
<td>[JeOS] shutdown takes a bit longer than expected</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63604</td>
<td>openQA Tests</td>
<td>[qac][public cloud][pcw] Need to setup direct communication between PCW and openQA logic which trigger VMs inside CSP</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63601</td>
<td>openSUSE admin</td>
<td>stage.o.o is being hammered by 2620:113:8044:72:130:57:72:8</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63577</td>
<td>openSUSE admin</td>
<td>dead mirror - z-gamez.ru - <a href="http://mirror.suse.ru/">http://mirror.suse.ru/</a></td>
<td>New</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63565</td>
<td>openQA Project</td>
<td>The extra setting is added to the new job when cloning a job</td>
<td>Feedback</td>
<td>Xiaojing_liu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63457</td>
<td>openQA Tests</td>
<td>[opensuse] test fails in plasma_browser_integration auto_review:&quot;plasma-browser-integration-install timed out.&quot;assert_screen&quot;:retry, maybe confused by systray popup instead</td>
<td>New</td>
<td>lavogt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63454</td>
<td>openQA Tests</td>
<td>[desktop][tw] test fails in login_test, auto_review:&quot;match=settings timed out.&quot;assert_screen&quot;:retry</td>
<td>New</td>
<td>yljiang</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>--------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------</td>
<td>----------</td>
<td>----------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>63451</td>
<td>openQA Project</td>
<td>Improve openqa-monitor-incompletes and openqa-label-known-issues to not report about incompletes with clone / no complain about no logs when there is &quot;reason&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63442</td>
<td>openQA Tests</td>
<td>[functional][u] &quot;pkcon succeeded&quot; but it actually failed to install a package</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63439</td>
<td>openQA Tests</td>
<td>[qam] test fails in suse_module_tools - command modhash missing, is never installed</td>
<td>New</td>
<td>VANASTASIADIS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63427</td>
<td>openQA Project</td>
<td>tests incomplete with reason &quot;api failure: 503 response: Service Unavailable&quot; due to the webui host rebooting, expected: longer retry or retrigger</td>
<td>New</td>
<td>kraiH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63415</td>
<td>openQA Tests</td>
<td>[functional][u][sporadic] test fails in vlc, looking for &quot;vlc-network-window&quot;, stuck on playlist window</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63409</td>
<td>openQA Tests</td>
<td>[functional][u] orphaned_packages_check is called twice (redundant) in zdup-Leap-42.3-kde</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63397</td>
<td>openQA Tests</td>
<td>[desktop][sporadic] test fails in nautilus_open_ftp, ftp authentication dialog does not show up, auto_review:&quot;match=nautilus-ftp-login timed out&quot;retry</td>
<td>New</td>
<td>ylijiang</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63388</td>
<td>openQA Tests</td>
<td>[functional][y][u] Ensure temporary TIMEOUT_SCALE values can be removed again in standard scenarios, e.g. &quot;kde&quot;</td>
<td>New</td>
<td>future</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63382</td>
<td>openQA Infrastructure</td>
<td>/usr/share/qemu/omf-x86_64-staging[-code,-vars].bin on workers is not installed by any package, e.g. missing on image</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63376</td>
<td>openSUSE admin</td>
<td>Adding/using zypper repos for Leap 42.3 gives &quot;Curl error 60&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63355</td>
<td>openQA Tests</td>
<td>[opensuse][functional][u] test fails in contact, contact summary screen only partitiions shown, then post_fail_hook fails to login – OOM?</td>
<td>In Progress</td>
<td>zluo</td>
<td>Milestone 30</td>
<td></td>
<td>Related to #65040</td>
</tr>
<tr>
<td>63352</td>
<td>openQA Tests</td>
<td>[desktop][sporadic] test fails in change_password, expects password prompt, lockscreen is shown instead</td>
<td>New</td>
<td>ylijiang</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63343</td>
<td>openQA Tests</td>
<td>[qam][sporadic] test fails in yast2_lan looking for &quot;Networkmanager_controlled&quot; in an ncurses window but shows terminal output instead</td>
<td>New</td>
<td>dzedro</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63337</td>
<td>openSUSE admin</td>
<td>download.o.o - rsync modules contents</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63313</td>
<td>openSUSE admin</td>
<td>mirror outdated - Leaseweb - <a href="http://mirror.de.leaseweb.net/openSuse/">http://mirror.de.leaseweb.net/openSuse/</a></td>
<td>In Progress</td>
<td>pjessen</td>
<td></td>
<td>24/02/2020</td>
<td></td>
</tr>
<tr>
<td>63310</td>
<td>openSUSE admin</td>
<td>Telkom University - <a href="http://mirror.telkomuniversity.ac.id/openSuse">http://mirror.telkomuniversity.ac.id/openSuse</a> - unable to scan</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63307</td>
<td>openSUSE admin</td>
<td>mirrors carrying tw history but not tw itself ?</td>
<td>In Progress</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63289</td>
<td>openSUSE admin</td>
<td>private mirror - ftp://ftp.rediris.es/mirror/OpenSuSE/</td>
<td>In Progress</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63280</td>
<td>openQA Tests</td>
<td>[functional][y][timeboxed:10h] Reduce number of test suites used for YaST job group</td>
<td>Feedback</td>
<td>ybonatakis</td>
<td>Milestone 33</td>
<td>07/04/2020</td>
<td></td>
</tr>
<tr>
<td>63256</td>
<td>openQA Tests</td>
<td>[functional][y][SLE-7396][SLE-7634] Automate I/O device pre-configuration - installer part (yast and linuxrc) scenario</td>
<td>New</td>
<td>future</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63244</td>
<td>openQA Project</td>
<td>Ensure apache timeouts are higher than openQA internal ones (was: Latest version of openQA webui dashboard can not display big test result)</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td>Duplicates #34855</td>
</tr>
<tr>
<td>63223</td>
<td>openQA Tests</td>
<td>[sle][security][sle15sp3][FIPS]: test gnults</td>
<td>New</td>
<td>rfan1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63217</td>
<td>openQA Tests</td>
<td>[functional][y] Enable full offline installation with all modules+ patterns, on all backends, with post-registration</td>
<td>Feedback</td>
<td>oorlov</td>
<td>Milestone 32</td>
<td>07/04/2020</td>
<td></td>
</tr>
<tr>
<td>63205</td>
<td>openQA Tests</td>
<td>[functional][y] test fails in scc_registration - Downloading package window shown (Slow network)</td>
<td>New</td>
<td>future</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63193</td>
<td>openQA Tests</td>
<td>[qam] save_y2logs may fail, file changes as we read it</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63190</td>
<td>openSUSE Marketing</td>
<td>Business Cards for The openSUSE Board</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related Issues</td>
</tr>
<tr>
<td>-----</td>
<td>-----------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>--------------</td>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>----------------</td>
</tr>
<tr>
<td>63154</td>
<td>openQA Tests</td>
<td>[sie][functional][u] test fails in network_hostname</td>
<td>Blocked</td>
<td>zluo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63142</td>
<td>openQA Infrastructure</td>
<td>Upgrade firmware of ppc9 machine redcurrant</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63136</td>
<td>openQA Infrastructure</td>
<td>Use reference with API requests to protect against mid-air collisions</td>
<td>In Progress</td>
<td>cdywan</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63124</td>
<td>openQA Tests</td>
<td>[WSL][o3]Win update) test fails in ms_win_installation</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63121</td>
<td>openQA Tests</td>
<td>[WSL][o3] test fails in frisrun - image deployment takes more than expected</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63112</td>
<td>openQA Tests</td>
<td>[qam] test fails in exiv2 - 'eog' is missing</td>
<td>New</td>
<td>bfilho</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63095</td>
<td>openQA Tests</td>
<td>[qam] test fails in snapper_cleanup when HDDSIZEGB is 40 on 12sp4</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63083</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in ishw because of traces from previous test on root console</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td>Related to #54287</td>
</tr>
<tr>
<td>63080</td>
<td>openSUSE admin</td>
<td>dead mirror - Indiana University, Research Technologies Core Services - <a href="http://ftp.ussg.iu.edu/linux/opensuse/">http://ftp.ussg.iu.edu/linux/opensuse/</a></td>
<td>New</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63065</td>
<td>openQA Project</td>
<td>[gsoc] dynamic detection of error conditions from test results</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63062</td>
<td>openQA Tests</td>
<td>[kernel] ltp_controllers_spvm timeouts - memory needed</td>
<td>New</td>
<td>pcervinka</td>
<td>Planned - kernel&amp;network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>63059</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2][Regression) test fails in zypper_lifecycle - Test died: script failed with : KAoS1</td>
<td>Blocked</td>
<td>hjluo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63029</td>
<td>openQA Tests</td>
<td>[functional][u][virtualization][sporadic] test fails in prepare_test_data - Sporadic problem switching console, plymouth appears</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63026</td>
<td>openQA Tests</td>
<td>[sporadic] ncurses dialogs are broken (multiple '1' instead of lines)</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62888</td>
<td>openSUSE admin</td>
<td>dead mirror - ÔVH - <a href="http://opensuse.mirrors.ovh.net/opensuse/">http://opensuse.mirrors.ovh.net/opensuse/</a></td>
<td>Feedback</td>
<td>pjessen</td>
<td>07/03/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62879</td>
<td>openSUSE admin</td>
<td>kernel.opensuse.org is out of date</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62864</td>
<td>openQA Tests</td>
<td>[opensuse][functional][u] problem_detection relies on coredumpctl being installed, but it is missing in most disk images</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62861</td>
<td>openQA Project</td>
<td>Validate input in WebUI (testsuite names etc.)</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62837</td>
<td>openSUSE admin</td>
<td>dead mirror - Linux Users Group @ MTU - <a href="http://lug.mtu.edu/opensuse/">http://lug.mtu.edu/opensuse/</a></td>
<td>Feedback</td>
<td>pjessen</td>
<td>16/02/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62831</td>
<td>openSUSE admin</td>
<td>dead mirror - National Chi Nan University - <a href="http://ftp.nccu.edu.tw/Linux/opensuse/">http://ftp.nccu.edu.tw/Linux/opensuse/</a></td>
<td>Feedback</td>
<td>pjessen</td>
<td>16/02/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62822</td>
<td>openSUSE admin</td>
<td>mirror issues - Daum Communications - <a href="http://ftp.daum.net/opensuse/">http://ftp.daum.net/opensuse/</a></td>
<td>Feedback</td>
<td>pjessen</td>
<td>16/02/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62819</td>
<td>openQA Project</td>
<td>2nd select_consoles() call failed with pvm_hmc backend</td>
<td>New</td>
<td></td>
<td>future</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62810</td>
<td>openSUSE admin</td>
<td>mirror issues - ITCenter of Isfahan University of Technology - not synchronising?</td>
<td>Feedback</td>
<td>pjessen</td>
<td>16/02/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62783</td>
<td>openQA Tests</td>
<td>[opensuse] test fails in welcome - seems like a completely different screen is expected (network initialization vs welcome screen)</td>
<td>Workable</td>
<td>ikocman</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62774</td>
<td>openSUSE admin</td>
<td>mirror disappeared - University of Texas at Austin - <a href="http://ftp.utexas.edu/opensuse/">http://ftp.utexas.edu/opensuse/</a></td>
<td>Feedback</td>
<td>pjessen</td>
<td>16/02/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62759</td>
<td>openSUSE Release Process</td>
<td>test fails in qgis because still deps on LibQt5Core 5.13.1</td>
<td>New</td>
<td>michel_mno</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62726</td>
<td>openQA Tests</td>
<td>[functional][y] Create separate Ruby Gem representing libyui Client API</td>
<td>In Progress</td>
<td>oorlov</td>
<td>Milestone 33</td>
<td>07/04/2020</td>
<td></td>
</tr>
<tr>
<td>62687</td>
<td>openQA Tests</td>
<td>[sporadic] test fails in change_password</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62678</td>
<td>openSUSE admin</td>
<td>pontifex - mirrorbrain - routeviews - ip4r does not support ipv6 addresses.</td>
<td>In Progress</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62666</td>
<td>openQA Infrastructure</td>
<td>Move openqa.opensuse.org into opensuse private network</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62642</td>
<td>openSUSE admin</td>
<td>Not receiving mails send to my opensuse mail</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related Issues</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>---------</td>
<td>------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>62518</td>
<td>openQA Tests</td>
<td>[qam] modhash not found</td>
<td>New</td>
<td>VANASTASIADIS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62515</td>
<td>openSUSE admin</td>
<td>Join to Public Mirror</td>
<td>Feedback</td>
<td>pjjessen</td>
<td></td>
<td>26/02/2020</td>
<td></td>
</tr>
<tr>
<td>62509</td>
<td>openSUSE Marketing</td>
<td>Generic images for news-o-o</td>
<td>In Progress</td>
<td>vinzv</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62506</td>
<td>openQA Project</td>
<td>GENERAL_HW_POWEROFF_CMD broken with scripts if started from openQA</td>
<td>New</td>
<td>ggardet_arm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62588</td>
<td>openSUSE admin</td>
<td>dead mirror - Lanunion, Chongqing University - <a href="http://c.mirrors.lanunion.org/opensuse">http://c.mirrors.lanunion.org/opensuse</a></td>
<td>In Progress</td>
<td>pjjessen</td>
<td>05/03/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62582</td>
<td>openSUSE admin</td>
<td>dead mirror - Qiming college of Huazhong University of Science and Technology - <a href="http://mirrors.hustunique.com/opensuse/">http://mirrors.hustunique.com/opensuse/</a></td>
<td>In Progress</td>
<td>pjjessen</td>
<td>05/03/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62579</td>
<td>openQA Tests</td>
<td>[opensuse][ppc64le] test fails in gedit with duplicated characters, transient Leap15.2 ppc64le</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62564</td>
<td>openSUSE admin</td>
<td>mirror config - Lysator - they have debug/ but we don't see it when we scan.</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62534</td>
<td>openQA Tests</td>
<td>[qam] test fails in bind on s390x</td>
<td>In Progress</td>
<td>dzedro</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62519</td>
<td>openQA Tests</td>
<td>[qam] test fails in 1_zswap</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62513</td>
<td>openSUSE admin</td>
<td>dead mirror - Heidelberg University - <a href="http://download.uni-hd.de/ftp/pub/linux/opensuse/">http://download.uni-hd.de/ftp/pub/linux/opensuse/</a></td>
<td>In Progress</td>
<td>pjjessen</td>
<td>01/03/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62504</td>
<td>openQA Project</td>
<td>document test variables _START_AFTER_JOBS and similar</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62492</td>
<td>openQA Tests</td>
<td>[opensuse] Get statistics about ram/disk usage from SUT</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62480</td>
<td>openQA Tests</td>
<td>[functional][u] Implement functions that return the tty number of a console given a name</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62471</td>
<td>openQA Tests</td>
<td>[qam] systemd test fails in test_09_issue_2691</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62462</td>
<td>openSUSE admin</td>
<td>our listing at mirrors.kernel.org still says &quot;Novell&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62456</td>
<td>openQA Project</td>
<td>[epic] test incompletes after failing in GRU download task on &quot;Inactivity timeout&quot; with no logs</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62441</td>
<td>openQA Project</td>
<td>openqa-worker systemd service can timeout when stopping</td>
<td>New</td>
<td></td>
<td></td>
<td>Related to #61922</td>
<td></td>
</tr>
<tr>
<td>62429</td>
<td>openQA Tests</td>
<td>[functional][u] Fix test modules that are not in lib dir but are used as libraries / base class</td>
<td>Feedback</td>
<td>dheidler</td>
<td>Milestone 30</td>
<td>Copied from #60908</td>
<td></td>
</tr>
<tr>
<td>62426</td>
<td>openSUSE admin</td>
<td>mirror issue - Julius Maximilian University of Würzburg - <a href="http://ftp.rz.uni-wuerzburg.de/pub/linux/opensuse/">http://ftp.rz.uni-wuerzburg.de/pub/linux/opensuse/</a></td>
<td>In Progress</td>
<td>pjjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>-----------------------</td>
<td>------------------------------------------------------------------------</td>
<td>--------------</td>
<td>------------</td>
<td>----------------</td>
<td>----------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>62420</td>
<td>openQA Project</td>
<td>[epic] Distinguish all types of incompletes</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #59926, Related to #57782, Related to #54557, Related to #54869,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Related to #55415, Related to #57620, Related to #60458, Related to #43631,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Related to #60443, Related to #34783, Copied from #62237</td>
</tr>
<tr>
<td>62402</td>
<td>openQA Tests</td>
<td>[qam] test fails in exiv2</td>
<td>New</td>
<td>bfilho</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62399</td>
<td>openSUSE Marketing</td>
<td>Opensuse SCALE special sticker</td>
<td>Feedback</td>
<td></td>
<td></td>
<td>05/02/2020</td>
<td></td>
</tr>
<tr>
<td>62387</td>
<td>openQA Project</td>
<td>easily pluggable reproducer injection</td>
<td>Feedback</td>
<td>pjessen</td>
<td></td>
<td>01/03/2020</td>
<td>Related to #48644</td>
</tr>
<tr>
<td>62384</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in orphaned_packages_check - Need fix for SLE15-SP2</td>
<td>New</td>
<td>okurz</td>
<td></td>
<td>04/04/2020</td>
<td>Related to #48644</td>
</tr>
<tr>
<td>62366</td>
<td>openQA Tests</td>
<td>[functional][u][svirt-xen-pv] test fails in shutdown - Misfunction of workaround to login in GDM with unselected user item</td>
<td>Feedback</td>
<td>SLindoMansilla</td>
<td>Milestone 30</td>
<td></td>
<td>Related to #62249, Blocked by #63769</td>
</tr>
<tr>
<td>62342</td>
<td>openQA Tests</td>
<td>[qam] Handle multiopath pop-up in zfcp test</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62339</td>
<td>openQA Tests</td>
<td>[kernel][ltp] &lt;syscall&gt; slept too long failures in VMs</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #27247</td>
</tr>
<tr>
<td>62330</td>
<td>openSUSE admin</td>
<td>tumbleweed debug and tumbleweed source only carried by ONE mirror ??</td>
<td>Workable</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62306</td>
<td>openQA Infrastructure</td>
<td>osd logrotate fails sporadically on &quot;error opening /var/log/salt/master: Permission denied&quot;, only at 00:00, i.e. midnight every day.</td>
<td>Feedback</td>
<td>okurz</td>
<td></td>
<td>14/04/2020</td>
<td>Copied to #62309</td>
</tr>
<tr>
<td>62303</td>
<td>openQA Tests</td>
<td>[functional][u][qam] extra_tests_in_textmode run into MAX_JOB_TIME if some modules fail</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62294</td>
<td>openSUSE admin</td>
<td>mirror disappeared - TU Graz ? <a href="http://ftp.tugraz.at/mirror/opensuse/">http://ftp.tugraz.at/mirror/opensuse/</a></td>
<td>In Progress</td>
<td>pjessen</td>
<td></td>
<td>01/03/2020</td>
<td></td>
</tr>
<tr>
<td>62291</td>
<td>openSUSE admin</td>
<td>mirror disappeared - Easyname Austria - <a href="http://mirror.easyname.at/opensuse">http://mirror.easyname.at/opensuse</a></td>
<td>Feedback</td>
<td>pjessen</td>
<td></td>
<td>16/02/2020</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related Issues</td>
</tr>
<tr>
<td>-----</td>
<td>---------</td>
<td>-------------------------------------------------------------------------</td>
<td>-----------------</td>
<td>------------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>62288</td>
<td>openSUSE admin</td>
<td>mirror disappeared - Michigan Technological University ? <a href="http://lug.mtu.edu/opensuse/">http://lug.mtu.edu/opensuse/</a></td>
<td>Feedback</td>
<td>pjessen</td>
<td></td>
<td>01/03/2020</td>
<td></td>
</tr>
<tr>
<td>62255</td>
<td>openSUSE admin</td>
<td><a href="http://download.opensuse.org/distribution/leap/15.2/repo/oss/x86_64/">http://download.opensuse.org/distribution/leap/15.2/repo/oss/x86_64/</a> takes far too long to load in a web browser</td>
<td>New</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62240</td>
<td>openQA Tests</td>
<td>[functional][u][s390x-kvm-sle12] test fails in reboot_gnome - timeout, SUT takes long time to reboot</td>
<td>Workable</td>
<td>mgriessmeier</td>
<td></td>
<td></td>
<td>Duplicated by #65001</td>
</tr>
<tr>
<td>62189</td>
<td>openQA Tests</td>
<td>[ses] Scenario sle-15-SP1-Installer-DVD-SES-x86_64-create_hdd_ses_textmode@64bit fails on asset download</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62159</td>
<td>openQA Project</td>
<td>Asset download not done if job scheduled using the Web UI</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #57782, Related to #62459, Duplicated by #65025</td>
</tr>
<tr>
<td>62144</td>
<td>openSUSE Marketing</td>
<td>Press releases texts</td>
<td>In Progress</td>
<td>ddemai</td>
<td></td>
<td>13/04/2020</td>
<td></td>
</tr>
<tr>
<td>62141</td>
<td>openSUSE Marketing</td>
<td>Translating material</td>
<td>New</td>
<td>vinzv</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62138</td>
<td>openSUSE Marketing</td>
<td>Leap 15.2 Beta: Promote beta testing</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62135</td>
<td>openSUSE Marketing</td>
<td>Flyers for Leap 15.2 release</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62129</td>
<td>openSUSE Marketing</td>
<td>Shop stuff</td>
<td>New</td>
<td>helicp</td>
<td></td>
<td></td>
<td>Related to #1495</td>
</tr>
<tr>
<td>62126</td>
<td>openSUSE Marketing</td>
<td>Articles for news-o-o</td>
<td>New</td>
<td>vinzv</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62123</td>
<td>openSUSE Marketing</td>
<td>Interviews for news-o-o</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62105</td>
<td>openQA Project</td>
<td>test incompletes with auto_review:&quot;Use of uninitialized value in substitution,&quot;testapi.pm line 90&quot;,&quot; possibly empty string in wait_serial return?&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62102</td>
<td>openQA Infrastructure</td>
<td>aarch64.o.o did not come up after nightly upgrade due to grub2-arm64-efi upgrade (boo#1162320)</td>
<td>Blocked</td>
<td>okurz</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62081</td>
<td>openQA Tests</td>
<td>[kernel][ltp] Tests may timeout with slab debugging enabled</td>
<td>New</td>
<td></td>
<td>Planned - kernel&amp;network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62078</td>
<td>openQA Tests</td>
<td>[kernel][ltp][ppc64le] cgroup stress test failures</td>
<td>New</td>
<td></td>
<td>Planned - kernel&amp;network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>62069</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in firefox expecting runner prompt but login window present</td>
<td>Feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62066</td>
<td>openQA Tests</td>
<td>[qam][maint]openSUSE Leap 15.2 enablement/Leap 15 disablement auto_review:&quot;Download of .&quot;openSUSE-Leap-15.2-DVD.&quot;iso&quot; failed.&quot;404&quot;</td>
<td>In Progress</td>
<td>osukup</td>
<td></td>
<td>17/01/2020</td>
<td></td>
</tr>
<tr>
<td>62036</td>
<td>openQA Tests</td>
<td>[opensuse][vagrant] test fails in add_box_libvirt - Tumbleweed rolls to fast</td>
<td>Workable</td>
<td>dancermak</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61991</td>
<td>openQA Tests</td>
<td>[y][functional] Add test module for 'snapper create: branch from different snapshot'</td>
<td>In Progress</td>
<td>JERiveraMoya</td>
<td>Milestone 32</td>
<td>21/04/2020</td>
<td>Related to #60605</td>
</tr>
<tr>
<td>61982</td>
<td>openQA Tests</td>
<td>[functional][sap] Screen is stuck in 'first_boot' on IPMI test</td>
<td>New</td>
<td>ddevulder</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61946</td>
<td>openQA Tests</td>
<td>[functional][y] Automate yast2-ntp-client module</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61928</td>
<td>openQA Tests</td>
<td>[functional][u][sporadic] test fails in sshxterm - Timeout under bad performance</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>--------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>61922</td>
<td>openQA Project</td>
<td>[epic] Incomplete jobs with no logs at all</td>
<td>In Progress</td>
<td>mkittler</td>
<td></td>
<td></td>
<td>Related to #60966, Related to #55529, Related to #62441</td>
</tr>
<tr>
<td>61856</td>
<td>openQA Tests</td>
<td>[sporadic] test fails in user_gui_login</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61844</td>
<td>openQA Infrastructure</td>
<td>auto_review: &quot;download failed: 521 - Connect timeout&quot; Network issues on openqueue-worker-ARM-3 (and others)</td>
<td>Blocked</td>
<td>okurz</td>
<td>Current Sprint</td>
<td></td>
<td>Related to #55529, Blocked by #64737</td>
</tr>
<tr>
<td>61832</td>
<td>openQA Tests</td>
<td>[functional][y] autoyast: re-enable yast2_firstboot test in TW once typing issue is resolved</td>
<td>Blocked</td>
<td>riafarov</td>
<td>Milestone 32</td>
<td></td>
<td>Blocked by #50399, Blocked by #59014</td>
</tr>
<tr>
<td>61820</td>
<td>openQA Tests</td>
<td>[functional][u][aarch64] test fails in grub_test on kde-live_installation</td>
<td>Blocked</td>
<td>SLindoMansilla</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61810</td>
<td>openSUSE admin</td>
<td>Bouncing messages when sent from unknown[2620:113::8c0:8::18]</td>
<td>In Progress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61801</td>
<td>openQA Tests</td>
<td>opensuse[aarch64] Tests to run on aarch64 real hardware (RPi3/4)</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61789</td>
<td>openSUSE admin</td>
<td>mirrorbrain.org - certificate problem in asn_get_routeviews</td>
<td>New</td>
<td>pjessen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61780</td>
<td>openQA Tests</td>
<td>[functional][u][openqa] test update for yast-samba re 389-ds</td>
<td>New</td>
<td>mgriessmeier</td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61731</td>
<td>openQA Tests</td>
<td>[qam][maintenance] test fails in welcome</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61728</td>
<td>openQA Tests</td>
<td>[qam][maintenance] test fails in first_boot</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61617</td>
<td>openSUSE Leap 15.2</td>
<td>tag docker images</td>
<td>New</td>
<td>GM</td>
<td>13/05/2020</td>
<td></td>
<td>#51587, #59014</td>
</tr>
<tr>
<td>61614</td>
<td>openSUSE Leap 15.2</td>
<td>prepare GM on download server</td>
<td>New</td>
<td>GM</td>
<td>09/05/2020</td>
<td></td>
<td>#51515</td>
</tr>
<tr>
<td>61611</td>
<td>openSUSE Leap 15.2</td>
<td>[functional][u] lift access restrictions to iso in openQA</td>
<td>New</td>
<td></td>
<td>Postprocessing</td>
<td>20/05/2020</td>
<td>#51506, #51422</td>
</tr>
<tr>
<td>61608</td>
<td>openSUSE Leap 15.2</td>
<td>remind maintenance to enable their update crawler</td>
<td>New</td>
<td>GM</td>
<td>07/05/2020</td>
<td></td>
<td>#51419, #51419</td>
</tr>
<tr>
<td>61605</td>
<td>openSUSE Leap 15.2</td>
<td>communicate submission for maintenance to maintenance</td>
<td>New</td>
<td>GM</td>
<td>06/05/2020</td>
<td></td>
<td>#51419, #50969</td>
</tr>
<tr>
<td>61602</td>
<td>openSUSE Leap 15.2</td>
<td>create publish filter for NON_FTP_PACKAGES</td>
<td>New</td>
<td>GM</td>
<td>06/05/2020</td>
<td></td>
<td>#50969</td>
</tr>
<tr>
<td>61599</td>
<td>openSUSE Leap 15.2</td>
<td>update desktop file translations</td>
<td>New</td>
<td>RC</td>
<td>20/04/2020</td>
<td></td>
<td>#50840</td>
</tr>
<tr>
<td>61596</td>
<td>openSUSE Leap 15.2</td>
<td>set link to /distributions/leap in countdown on <a href="http://www.o.o">www.o.o</a></td>
<td>New</td>
<td>GA</td>
<td>13/05/2020</td>
<td></td>
<td>#50887</td>
</tr>
<tr>
<td>61593</td>
<td>openSUSE Leap 15.2</td>
<td>clean up build fails</td>
<td>New</td>
<td>RC</td>
<td>08/04/2020</td>
<td></td>
<td>#50513</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>61590</td>
<td>openSUSE Leap</td>
<td>set up redirects for repository structure on download.o.o</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>10/04/2020</td>
<td>Copied from #50444</td>
</tr>
<tr>
<td>61587</td>
<td>openSUSE Leap</td>
<td>eliminate duplicate binaries</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>21/02/2020</td>
<td>Copied from #48326</td>
</tr>
<tr>
<td>61584</td>
<td>openSUSE Leap</td>
<td>clean up SLE-workarounds</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>01/05/2020</td>
<td>Copied from #47834</td>
</tr>
<tr>
<td>61581</td>
<td>openSUSE Leap</td>
<td>sync with SLE</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>10/04/2020</td>
<td>Copied from #47831</td>
</tr>
<tr>
<td>61578</td>
<td>openSUSE Leap</td>
<td>sync :NonFree</td>
<td>New</td>
<td>mlin7442</td>
<td>GM</td>
<td>07/04/2020</td>
<td>Copied from #47828</td>
</tr>
<tr>
<td>61575</td>
<td>openSUSE Leap</td>
<td>eliminate duplicate binaries</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>06/04/2020</td>
<td>Copied from #47825</td>
</tr>
<tr>
<td>61572</td>
<td>openSUSE Leap</td>
<td>get rid of repochecker failures</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>03/04/2020</td>
<td>Copied from #47822</td>
</tr>
<tr>
<td>61569</td>
<td>openSUSE Leap</td>
<td>compile a list of packages that are from sle but not maintained there</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>01/04/2020</td>
<td>Copied from #47819</td>
</tr>
<tr>
<td>61563</td>
<td>openSUSE Leap</td>
<td>send announcement to opensuse-announce</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47813</td>
</tr>
<tr>
<td>61560</td>
<td>openSUSE Leap</td>
<td>get iso images signed</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>08/05/2020</td>
<td>Copied from #47810</td>
</tr>
<tr>
<td>61557</td>
<td>openSUSE Leap</td>
<td>turn off tools</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>12/05/2020</td>
<td>Copied from #47807</td>
</tr>
<tr>
<td>61554</td>
<td>openSUSE Leap</td>
<td>openQA cleanup</td>
<td>New</td>
<td></td>
<td>Postprocessing</td>
<td>22/05/2020</td>
<td>Copied from #47804</td>
</tr>
<tr>
<td>61551</td>
<td>openSUSE Leap</td>
<td>tag/branch all translations in git</td>
<td>New</td>
<td></td>
<td>Postprocessing</td>
<td>15/05/2020</td>
<td>Copied from #47801</td>
</tr>
<tr>
<td>61548</td>
<td>openSUSE Leap</td>
<td>communicate translation deadline</td>
<td>New</td>
<td>AdaLovelace</td>
<td>GM</td>
<td>16/04/2020</td>
<td>Copied from #47798</td>
</tr>
<tr>
<td>61545</td>
<td>openSUSE Leap</td>
<td>set attribute to reject requests</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>09/05/2020</td>
<td>Copied from #47795</td>
</tr>
<tr>
<td>61542</td>
<td>openSUSE Leap</td>
<td>make sure new maintenance packages end up in the release</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>15/03/2020</td>
<td>Copied from #47792</td>
</tr>
<tr>
<td>61539</td>
<td>openSUSE Leap</td>
<td>update instlux files</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>06/03/2020</td>
<td>Copied from #47789</td>
</tr>
<tr>
<td>61536</td>
<td>openSUSE Leap</td>
<td>add lock tags</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>08/05/2020</td>
<td>Copied from #47786</td>
</tr>
<tr>
<td>61533</td>
<td>openSUSE Leap</td>
<td>update release number in IRC channel topic</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47783</td>
</tr>
<tr>
<td>61530</td>
<td>openSUSE Leap</td>
<td>notify studio team about Goldmaster</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>29/04/2020</td>
<td>Copied from #47780</td>
</tr>
<tr>
<td>61527</td>
<td>openSUSE Leap</td>
<td>update web site with new languages</td>
<td>New</td>
<td>AdaLovelace</td>
<td>GA</td>
<td>15/05/2020</td>
<td>Copied from #47777</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-------</td>
<td>------------------</td>
<td>---------------------------------------------------------------</td>
<td>--------</td>
<td>----------</td>
<td>----------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>61524</td>
<td>openSUSE Leap 15.2</td>
<td>submit translation packages</td>
<td>New</td>
<td>GM</td>
<td>20/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61521</td>
<td>openSUSE Leap 15.2</td>
<td>release manager checklist for GA</td>
<td>New</td>
<td>GM</td>
<td>13/05/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61518</td>
<td>openSUSE Leap 15.2</td>
<td>release manager checklist</td>
<td>New</td>
<td>RC</td>
<td>20/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61515</td>
<td>openSUSE Leap 15.2</td>
<td>enable OBS::Maintained attribute in :Update project</td>
<td>New</td>
<td>RC</td>
<td>04/05/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61512</td>
<td>openSUSE Leap 15.2</td>
<td>translate openSUSE-EULAs</td>
<td>New</td>
<td>GM</td>
<td>12/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61509</td>
<td>openSUSE Leap 15.2</td>
<td>remove beta marks</td>
<td>New</td>
<td>RC</td>
<td>07/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61506</td>
<td>openSUSE Leap 15.2</td>
<td>verify release counters for update</td>
<td>New</td>
<td>RC</td>
<td>04/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61503</td>
<td>openSUSE Leap 15.2</td>
<td>openSUSE-EULAs up to date</td>
<td>New</td>
<td>RC</td>
<td>30/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61500</td>
<td>openSUSE Leap 15.2</td>
<td>submit translation packages</td>
<td>New</td>
<td>RC</td>
<td>14/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61497</td>
<td>openSUSE Leap 15.2</td>
<td>fix link on openqa.opensuse.org for goldmaster DVD</td>
<td>New</td>
<td>GM</td>
<td>12/05/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61494</td>
<td>openSUSE Leap 15.2</td>
<td>translate social media messages</td>
<td>New</td>
<td>GA</td>
<td>29/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61491</td>
<td>openSUSE Leap 15.2</td>
<td>Make sure we have the right people prepared to send out the social media messages</td>
<td>New</td>
<td>GA</td>
<td>29/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61488</td>
<td>openSUSE Leap 15.2</td>
<td>Create social media messages</td>
<td>New</td>
<td>GA</td>
<td>29/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61485</td>
<td>openSUSE Leap 15.2</td>
<td>release party poster</td>
<td>New</td>
<td>GA</td>
<td>24/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61482</td>
<td>openSUSE Leap 15.2</td>
<td>Create event pages on Facebook, Google+</td>
<td>New</td>
<td>GA</td>
<td>24/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61479</td>
<td>openSUSE Leap 15.2</td>
<td>Update release party wiki pages</td>
<td>New</td>
<td>GA</td>
<td>24/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61476</td>
<td>openSUSE Leap 15.2</td>
<td>Write release party invitation article</td>
<td>New</td>
<td>GA</td>
<td>24/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61473</td>
<td>openSUSE Leap 15.2</td>
<td>Release Parties</td>
<td>New</td>
<td>GA</td>
<td>24/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61470</td>
<td>openSUSE Leap 15.2</td>
<td>software.opensuse.org</td>
<td>New</td>
<td>GA</td>
<td>13/05/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61467</td>
<td>openSUSE Leap 15.2</td>
<td>translate release announcement</td>
<td>New</td>
<td>GA</td>
<td>26/04/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61464</td>
<td>openSUSE Leap 15.2</td>
<td>Gather info from major pieces of our release onto Major_features page</td>
<td>New</td>
<td>GA</td>
<td>24/04/2020</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>61461</td>
<td>openSUSE Leap 15.2</td>
<td>Add features from distrowatch</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47711</td>
</tr>
<tr>
<td>61458</td>
<td>openSUSE Leap 15.2</td>
<td>Get technical review</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47708</td>
</tr>
<tr>
<td>61455</td>
<td>openSUSE Leap 15.2</td>
<td>Get features page finished</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47705</td>
</tr>
<tr>
<td>61452</td>
<td>openSUSE Leap 15.2</td>
<td>Move Major Features to feature guide page</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47702</td>
</tr>
<tr>
<td>61449</td>
<td>openSUSE Leap 15.2</td>
<td>Write the Feature Guide</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47699</td>
</tr>
<tr>
<td>61446</td>
<td>openSUSE Leap 15.2</td>
<td>send press kit</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47696</td>
</tr>
<tr>
<td>61443</td>
<td>openSUSE Leap 15.2</td>
<td>Assemble press kit</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47693</td>
</tr>
<tr>
<td>61440</td>
<td>openSUSE Leap 15.2</td>
<td>Write 'reviewers guide', the mail for the press</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>22/04/2020</td>
<td>Copied from #47690</td>
</tr>
<tr>
<td>61437</td>
<td>openSUSE Leap 15.2</td>
<td>Create list of people who can be interviewed</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>03/05/2020</td>
<td>Copied from #47687</td>
</tr>
<tr>
<td>61434</td>
<td>openSUSE Leap 15.2</td>
<td>Create a Press Kit and send it to the press</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47684</td>
</tr>
<tr>
<td>61431</td>
<td>openSUSE Leap 15.2</td>
<td>Get quotes from important people</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>22/04/2020</td>
<td>Copied from #47681</td>
</tr>
<tr>
<td>61428</td>
<td>openSUSE Leap 15.2</td>
<td>Let our PR Agencies have one last look at the announcement</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47678</td>
</tr>
<tr>
<td>61425</td>
<td>openSUSE Leap 15.2</td>
<td>Get feedback on the draft press announce</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>19/04/2020</td>
<td>Copied from #47675</td>
</tr>
<tr>
<td>61422</td>
<td>openSUSE Leap 15.2</td>
<td>Create a draft press announcement</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>19/04/2020</td>
<td>Copied from #47672</td>
</tr>
<tr>
<td>61419</td>
<td>openSUSE Leap 15.2</td>
<td>Write Press Announcement</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47669</td>
</tr>
<tr>
<td>61413</td>
<td>openSUSE Leap 15.2</td>
<td>Write community announcement for news.o.o</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47666</td>
</tr>
<tr>
<td>61410</td>
<td>openSUSE Leap 15.2</td>
<td>Get screenshots taken</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47663</td>
</tr>
<tr>
<td>61407</td>
<td>openSUSE Leap 15.2</td>
<td>Assemble the Product highlights</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>24/04/2020</td>
<td>Copied from #47660</td>
</tr>
<tr>
<td>61404</td>
<td>openSUSE Leap 15.2</td>
<td>Release Announcement</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47657</td>
</tr>
<tr>
<td>61401</td>
<td>openSUSE Leap 15.2</td>
<td>Shop: update wiki</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>01/05/2020</td>
<td>Copied from #47654</td>
</tr>
<tr>
<td>61398</td>
<td>openSUSE Leap 15.2</td>
<td>update shop.opensuse.org</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>01/05/2020</td>
<td>Copied from #47651</td>
</tr>
</tbody>
</table>
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<thead>
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<th>#</th>
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<th>Subject</th>
<th>Status</th>
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<th>Target version</th>
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</thead>
<tbody>
<tr>
<td>61395</td>
<td>openSUSE Leap 15.2</td>
<td>request new box image and link</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>01/05/2020</td>
<td>Copied from #47648</td>
</tr>
<tr>
<td>61392</td>
<td>openSUSE Leap 15.2</td>
<td>shop.opensuse.org</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>01/05/2020</td>
<td>Copied from #47645</td>
</tr>
<tr>
<td>61389</td>
<td>openSUSE Leap 15.2</td>
<td>notify mirror admins</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>12/05/2020</td>
<td>Copied from #47642</td>
</tr>
<tr>
<td>61386</td>
<td>openSUSE Leap 15.2</td>
<td>set up update-test project</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>18/03/2020</td>
<td>Copied from #47639</td>
</tr>
<tr>
<td>61383</td>
<td>openSUSE Leap 15.2</td>
<td>adjust knapsack for GM</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>12/05/2020</td>
<td>Copied from #47636</td>
</tr>
<tr>
<td>61380</td>
<td>openSUSE Leap 15.2</td>
<td>change openSUSE-current</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>13/05/2020</td>
<td>Copied from #47633</td>
</tr>
<tr>
<td>61377</td>
<td>openSUSE Leap 15.2</td>
<td>Switch count down to hourly rendering</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>12/05/2020</td>
<td>Copied from #47630</td>
</tr>
<tr>
<td>61374</td>
<td>openSUSE Leap 15.2</td>
<td>make GM images available</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>08/05/2020</td>
<td>Copied from #47627</td>
</tr>
<tr>
<td>61371</td>
<td>openSUSE Leap 15.2</td>
<td>install google alerts</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>03/05/2020</td>
<td>Copied from #47624</td>
</tr>
<tr>
<td>61368</td>
<td>openSUSE Leap 15.2</td>
<td>Update the rsync modules to include new ISO and repo</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>11/05/2020</td>
<td>Copied from #47621</td>
</tr>
<tr>
<td>61365</td>
<td>openSUSE Leap 15.2</td>
<td>Publish an article asking people to help promote the upcoming release.</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>23/04/2020</td>
<td>Copied from #47618</td>
</tr>
<tr>
<td>61362</td>
<td>openSUSE Leap 15.2</td>
<td>Adapt <a href="http://mirrors.opensuse.org">http://mirrors.opensuse.org</a> to list the new release</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>20/04/2020</td>
<td>Copied from #47615</td>
</tr>
<tr>
<td>61359</td>
<td>openSUSE Leap 15.2</td>
<td>get openSUSE in the Cloud</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>13/05/2020</td>
<td>Copied from #47612</td>
</tr>
<tr>
<td>61356</td>
<td>openSUSE Leap 15.2</td>
<td>tell maintenance&amp;security about GM</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>08/05/2020</td>
<td>Copied from #47609</td>
</tr>
<tr>
<td>61353</td>
<td>openSUSE Leap 15.2</td>
<td>ask maintenance to remove the test updates</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>30/04/2020</td>
<td>Copied from #47606</td>
</tr>
<tr>
<td>61350</td>
<td>openSUSE Leap 15.2</td>
<td>find external BT seeders</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>13/05/2020</td>
<td>Copied from #47600</td>
</tr>
<tr>
<td>61347</td>
<td>openSUSE Leap 15.2</td>
<td>remind opensuse.org admins of release</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>13/05/2020</td>
<td>Copied from #47597</td>
</tr>
<tr>
<td>61344</td>
<td>openSUSE Leap 15.2</td>
<td>marketing brainstorm session</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>10/04/2020</td>
<td>Copied from #47594</td>
</tr>
<tr>
<td>61341</td>
<td>openSUSE Leap 15.2</td>
<td>communicate GM issues to marketing</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>08/05/2020</td>
<td>Copied from #47591</td>
</tr>
<tr>
<td>61338</td>
<td>openSUSE Leap 15.2</td>
<td>publish docu</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>13/05/2020</td>
<td>Copied from #47588</td>
</tr>
<tr>
<td>61335</td>
<td>openSUSE Leap 15.2</td>
<td>fix upgrade instructions in wiki</td>
<td>New</td>
<td>GA</td>
<td></td>
<td>30/04/2020</td>
<td>Copied from #47585</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>-------------------------------</td>
<td>-----------------------------------------------</td>
<td>--------</td>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>----------------</td>
</tr>
<tr>
<td>61332</td>
<td>openSUSE Leap 15.2</td>
<td>check all wiki pages on release day</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47582</td>
</tr>
<tr>
<td>61329</td>
<td>openSUSE Leap 15.2</td>
<td>install Leap 15.1 wiki pages as default</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47579</td>
</tr>
<tr>
<td>61326</td>
<td>openSUSE Leap 15.2</td>
<td>update wiki pages</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>08/05/2020</td>
<td>Copied from #47576</td>
</tr>
<tr>
<td>61323</td>
<td>openSUSE Leap 15.2</td>
<td>move previous release to archive</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>30/04/2020</td>
<td>Copied from #47573</td>
</tr>
<tr>
<td>61320</td>
<td>openSUSE Leap 15.2</td>
<td>update opensuse wiki</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47570</td>
</tr>
<tr>
<td>61317</td>
<td>openSUSE Leap 15.2</td>
<td>Security Audit</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>03/05/2020</td>
<td>Copied from #47567</td>
</tr>
<tr>
<td>61314</td>
<td>openSUSE Leap 15.2</td>
<td>Security Audit</td>
<td>New</td>
<td>jsegitz</td>
<td>RC</td>
<td>17/04/2020</td>
<td>Copied from #47561</td>
</tr>
<tr>
<td>61311</td>
<td>openSUSE Leap 15.2</td>
<td>[functional][j] disable iso download in openQA</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>08/05/2020</td>
<td>Copied from #47558</td>
</tr>
<tr>
<td>61308</td>
<td>openSUSE Leap 15.2</td>
<td>evaluate results of manual testing with release manager</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>23/04/2020</td>
<td>Copied from #47555</td>
</tr>
<tr>
<td>61305</td>
<td>openSUSE Leap 15.2</td>
<td>call to update release notes</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>23/04/2020</td>
<td>Copied from #47552</td>
</tr>
<tr>
<td>61302</td>
<td>openSUSE Leap 15.2</td>
<td>merge back maintenance updates</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>24/04/2020</td>
<td>Copied from #47549</td>
</tr>
<tr>
<td>61299</td>
<td>openSUSE Leap 15.2</td>
<td>verify test updates are removed from the patterns</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>24/04/2020</td>
<td>Copied from #47546</td>
</tr>
<tr>
<td>61296</td>
<td>openSUSE Leap 15.2</td>
<td>IPRQ</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>08/05/2020</td>
<td>Copied from #47543</td>
</tr>
<tr>
<td>61293</td>
<td>openSUSE Leap 15.2</td>
<td>Send Gold Master announcement for developers</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>13/05/2020</td>
<td>Copied from #47540</td>
</tr>
<tr>
<td>61290</td>
<td>openSUSE Leap 15.2</td>
<td>check manual was generated for OSP</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>26/04/2020</td>
<td>Copied from #47537</td>
</tr>
<tr>
<td>61287</td>
<td>openSUSE Leap 15.2</td>
<td>announce GM deadline internally</td>
<td>New</td>
<td></td>
<td>GM</td>
<td>27/04/2020</td>
<td>Copied from #47534</td>
</tr>
<tr>
<td>61284</td>
<td>openSUSE Leap 15.2</td>
<td>verify piwik works</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>17/04/2020</td>
<td>Copied from #47528</td>
</tr>
<tr>
<td>61281</td>
<td>openSUSE Leap 15.2</td>
<td>update roadmap</td>
<td>New</td>
<td></td>
<td>GA</td>
<td>01/05/2020</td>
<td>Copied from #47525</td>
</tr>
<tr>
<td>61278</td>
<td>openSUSE Leap 15.2</td>
<td>submit translation packages</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>03/04/2020</td>
<td>Copied from #47519</td>
</tr>
<tr>
<td>61275</td>
<td>openSUSE Leap 15.2</td>
<td>make sure nvidia packages are ready for GA</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>10/04/2020</td>
<td>Copied from #47516</td>
</tr>
<tr>
<td>61272</td>
<td>openSUSE Leap 15.2</td>
<td>merge back maintenance updates</td>
<td>New</td>
<td></td>
<td>RC</td>
<td>29/03/2020</td>
<td>Copied from #47513</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>--------------</td>
<td>-----------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>61269</td>
<td>openSUSE Leap 15.2</td>
<td>make counter.o.o/link point to new portal</td>
<td>New</td>
<td>RC</td>
<td>10/04/2020</td>
<td>Copied from #47510</td>
<td></td>
</tr>
<tr>
<td>61266</td>
<td>openSUSE Leap 15.2</td>
<td>prepare software.opensuse.org</td>
<td>New</td>
<td>RC</td>
<td>03/04/2020</td>
<td>Copied from #47504</td>
<td></td>
</tr>
<tr>
<td>61263</td>
<td>openSUSE Leap 15.2</td>
<td>Create release counter</td>
<td>New</td>
<td>GA</td>
<td>28/02/2020</td>
<td>Copied from #47501</td>
<td></td>
</tr>
<tr>
<td>61260</td>
<td>openSUSE Leap 15.2</td>
<td>EULA review/update</td>
<td>In Progress</td>
<td>ikocman</td>
<td>RC</td>
<td>Copied from #47498</td>
<td></td>
</tr>
<tr>
<td>61257</td>
<td>openSUSE Leap 15.2</td>
<td>set end of life attribute in product file</td>
<td>New</td>
<td>ikocman</td>
<td>GM</td>
<td>Copied from #47495</td>
<td></td>
</tr>
<tr>
<td>61254</td>
<td>openSUSE Leap 15.2</td>
<td>Create social media backgrounds and badges</td>
<td>New</td>
<td>GA</td>
<td>29/04/2020</td>
<td>Copied from #47492</td>
<td></td>
</tr>
<tr>
<td>61251</td>
<td>openSUSE Leap 15.2</td>
<td>Social media marketing</td>
<td>New</td>
<td>GA</td>
<td>29/04/2020</td>
<td>Copied from #47489</td>
<td></td>
</tr>
<tr>
<td>61248</td>
<td>openSUSE Leap 15.2</td>
<td>Update Maintenance Documentation</td>
<td>New</td>
<td>GA</td>
<td>13/05/2020</td>
<td>Copied from #47486</td>
<td></td>
</tr>
<tr>
<td>61245</td>
<td>openSUSE Leap 15.2</td>
<td>announce package freeze</td>
<td>New</td>
<td>RC</td>
<td>09/04/2020</td>
<td>Copied from #39461</td>
<td></td>
</tr>
<tr>
<td>61242</td>
<td>openSUSE Leap 15.2</td>
<td>enable countdown on <a href="http://www.opensuse.org">www.opensuse.org</a></td>
<td>New</td>
<td>RC</td>
<td>10/04/2020</td>
<td>Copied from #39458</td>
<td></td>
</tr>
<tr>
<td>61239</td>
<td>openSUSE Leap 15.2</td>
<td>submit translation packages</td>
<td>New</td>
<td>GM</td>
<td>04/05/2020</td>
<td>Copied from #39446</td>
<td></td>
</tr>
<tr>
<td>61230</td>
<td>openSUSE Leap 15.2</td>
<td>disable Factory submitter</td>
<td>New</td>
<td>RC</td>
<td>08/04/2020</td>
<td>Copied from #39422</td>
<td></td>
</tr>
<tr>
<td>61221</td>
<td>openQA Infrastructure</td>
<td>osd: unable to save needles, &quot;fatal: Unable to create /var/lib/openqa/share/tests/sle/products/sle/needles/.git/index.lock&quot;</td>
<td>New</td>
<td>StefanBruens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61176</td>
<td>openQA Tests</td>
<td>[opensuse] test fails in sysstat</td>
<td>New</td>
<td>StefanBruens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61164</td>
<td>openQA Project</td>
<td>Use of uninitialized value / unhandled debug output in os-autoinst t/17-basetest.t</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td>Copied to #61167</td>
</tr>
<tr>
<td>61155</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in accept_license</td>
<td>New</td>
<td>mgriessmeier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61146</td>
<td>openQA Tests</td>
<td>[migration] script_run call for <code>zypper dup -l</code> does not fail the tests in obvious way when there are conflicts (was: webui doesn't show red border when the test failed)</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61137</td>
<td>openQA Tests</td>
<td>[desktop] test fails in ibus_clean</td>
<td>New</td>
<td>zgao</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61094</td>
<td>openQA Infrastructure</td>
<td>o3: cleanup of snapshot-changes</td>
<td>In Progress</td>
<td>andriinikitin</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61091</td>
<td>openQA Tests</td>
<td>[qac][public cloud] Enable publiccloud barmetal machines</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61073</td>
<td>openQA Tests</td>
<td>[functional][y][SLE-9086][SLE-9077] Better sysct.conf handling of YaST (settings conflicts)</td>
<td>Feedback</td>
<td>ybonatakis</td>
<td>Milestone 32</td>
<td>07/04/2020</td>
<td>Blocks #44156</td>
</tr>
<tr>
<td>60992</td>
<td>openQA Tests</td>
<td>[functional][u][sporadic] generic problem with select_console / workqueue lockup message</td>
<td>Workable</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60989</td>
<td>openQA Tests</td>
<td>[functional][u][opensuse] test fails in consoletest_finish - ensure_unlocked_desktop unreliable</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>------------------</td>
<td>----------------------------------------------------------------------</td>
<td>---------</td>
<td>---------------</td>
<td>----------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>60962</td>
<td>openQA Infrastructure</td>
<td>Enable multi-machine capability for all configured workers</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #63853</td>
</tr>
<tr>
<td>60833</td>
<td>openQA Tests</td>
<td>[sle][functional][u] performance issue of aarch64 worker: Stall detected</td>
<td>New</td>
<td>mgiessmeier</td>
<td></td>
<td></td>
<td>Related to #46190, Related to #25864</td>
</tr>
<tr>
<td>60779</td>
<td>openQA Tests</td>
<td>[qam] test fails in user_defined_snapshot</td>
<td>In Progress</td>
<td>dzedro</td>
<td>13/03/2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60767</td>
<td>openQA Tests</td>
<td>[qam] test fails in yast2_snapper</td>
<td>In Progress</td>
<td>dzedro</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60764</td>
<td>openQA Tests</td>
<td>[qam] test fails in ghostscript</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60758</td>
<td>openQA Project</td>
<td>better feedback for Xvnc disconnecting clients, integration tests covering Xvnc in travis CI as well or OBS</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Copied from #60539</td>
</tr>
<tr>
<td>60689</td>
<td>openQA Tests</td>
<td>[kernel] curl (7) couldn't connect to server, upload log to 10.0.2.2:20233 failed</td>
<td>New</td>
<td>GraceWang</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60683</td>
<td>openQA Tests</td>
<td>[desktop][sle15sp2] Fix windows_client_remotelogin for GNOME-3.34</td>
<td>New</td>
<td>mloviska</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60662</td>
<td>openQA Tests</td>
<td>[SLE][Migration][SLE15SP2][Regression] Some regression tests fails on ppc64le - /dev/hvc0: permission denied</td>
<td>In Progress</td>
<td>hjluo</td>
<td></td>
<td></td>
<td>Related to #60935</td>
</tr>
<tr>
<td>60650</td>
<td>openQA Tests</td>
<td>[functional][u][rpi] Add a system to flash a remote USB disk (and or µSD card) for generalhw backend</td>
<td>In Progress</td>
<td>ggardet_arm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60644</td>
<td>openQA Tests</td>
<td>[sle][jess] extract containers test cases from &quot;jess-extratest&quot; test suite</td>
<td>Workable</td>
<td>mloviska</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60638</td>
<td>openQA Tests</td>
<td>[functional][u] gnome+acpi module takes too long</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60617</td>
<td>openQA Tests</td>
<td>[functional][y][SLE-7737][SLE-7687][timeboxed:24h] boot timeout handling (ensure fallback to emergency shell, speedup safe mode, handle encrypted device fails)</td>
<td>Blocked</td>
<td>riafarov</td>
<td>Milestone 33</td>
<td>07/04/2020</td>
<td></td>
</tr>
<tr>
<td>60614</td>
<td>openQA Tests</td>
<td>[sle][jess] test fails in snapper_clean up - timeout issue during clean up</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60584</td>
<td>openQA Tests</td>
<td>[kernel] xfstests: Enable new &quot;KEEP_DMESG=yes&quot; to keep dmesg of all tests, to provide more info for developers</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60548</td>
<td>openQA Tests</td>
<td>[virtualization][sle][hyperv][sporadic] test fails in first_boot as the grub menu still shows up, 'ret' key missing?</td>
<td>New</td>
<td>xlai</td>
<td></td>
<td></td>
<td>Related to #59014</td>
</tr>
<tr>
<td>60521</td>
<td>openQA Tests</td>
<td>[desktop][sle15sp2] tracker issue for GNOME-3.34 upgrade</td>
<td>In Progress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60518</td>
<td>openQA Tests</td>
<td>[functional][u][rpi][epic] Add support for real systems without IPMI or KVM-IP in openQA/os-autoinst</td>
<td>In Progress</td>
<td>ggardet_arm</td>
<td></td>
<td></td>
<td>Blocks #61801</td>
</tr>
<tr>
<td>60500</td>
<td>openQA Tests</td>
<td>[sle][functional][u] - default@64bit-ipmi scheduled for SLES 15 SP2</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #60497</td>
</tr>
<tr>
<td>60446</td>
<td>openQA Tests</td>
<td>[qam] test fails in partitioning_raid</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>------------------</td>
<td>--------------------------------------------------------------</td>
<td>----------</td>
<td>--------------</td>
<td>----------------</td>
<td>----------</td>
<td>---------------</td>
</tr>
<tr>
<td>60443</td>
<td>openQA Project</td>
<td>job incomplete with auto_review;&quot;(?s)process exited: 0.\isotovideo failed.\EXIT 1&quot;;retry but no further details what is wrong</td>
<td>Workable</td>
<td>cfconrad</td>
<td></td>
<td></td>
<td>Related to #59926, Related to #62420, Duplicated by #56261, Duplicated by #60200</td>
</tr>
<tr>
<td>60437</td>
<td>openQA Tests</td>
<td>[functional][u][kernel][virtualization][sap] &quot;SOL payload already de-activated&quot; when trying to deactivate ipmi SOL during initial reboot after installation</td>
<td>New</td>
<td>mgriessmeier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60407</td>
<td>openQA Tests</td>
<td>[qac][wicked] Investigate how to get multiple NICs in different broadcast-domains when having a MM scenario</td>
<td>Workable</td>
<td>cfconrad</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60374</td>
<td>openQA Tests</td>
<td>[sle][Migration][SLE15SP2] Automation the RMT test - export and import repositories</td>
<td>In Progress</td>
<td>tinawang123</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60344</td>
<td>openQA Tests</td>
<td>[wl][research] serial vs /dev/tcp</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60341</td>
<td>openQA Tests</td>
<td>[sle][wl] update windows image in openqa</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60338</td>
<td>openQA Tests</td>
<td>[wl][sle] Milestone testing</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60317</td>
<td>openQA Tests</td>
<td>[qam] test fails in krb5: kinit failed &quot;Credential cache directory ... does not exist&quot; - re enable krb5</td>
<td>New</td>
<td>stemke</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60284</td>
<td>openQA Tests</td>
<td>[qam] test fails in gdm_session_switch</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60272</td>
<td>openQA Project</td>
<td>Make fetching custom git repos (e.g. needles) more efficient</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60266</td>
<td>openQA Tests</td>
<td>[qam] xfstests fails on sle12</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60257</td>
<td>openQA Tests</td>
<td>[functional][u][mistyping] random typing issues on wayland</td>
<td>Blocked</td>
<td>mgriessmeier</td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60242</td>
<td>openQA Tests</td>
<td>[qam] test fails in firefox_fullscreen</td>
<td>In Progress</td>
<td>dzedro</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60236</td>
<td>openQA Tests</td>
<td>[functional][u] test fails in plasma_browser_integration on aarch64</td>
<td>Workable</td>
<td>favogt</td>
<td></td>
<td></td>
<td>Related to #59867</td>
</tr>
<tr>
<td>60206</td>
<td>openSUSE admin</td>
<td>Leap 15.2 ppc64le last builds (35.1/2/3) iso not published</td>
<td>New</td>
<td>opensuse-admin-obs</td>
<td></td>
<td></td>
<td>Related to #59867</td>
</tr>
<tr>
<td>60179</td>
<td>openQA Tests</td>
<td>[qac][public cloud] Enable xfstests on Public Cloud</td>
<td>Workable</td>
<td>jlausuch</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60176</td>
<td>openQA Tests</td>
<td>[kernel][s390x] tests look for login prompt just after they are already logged in</td>
<td>New</td>
<td>cfconrad</td>
<td></td>
<td></td>
<td>#60115, Blocks #60115</td>
</tr>
<tr>
<td>60173</td>
<td>openQA Project</td>
<td>Improve the openQA documentation</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60161</td>
<td>openQA Tests</td>
<td>[network][qam] auto_review:&quot;The console.&quot;(root-virtio-terminal1</td>
<td>saut).&quot;is not responding,&quot;half-open socket&quot; test incompletes in t20_teaming_ab_all_link</td>
<td>Workable</td>
<td>cfconrad</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60152</td>
<td>openQA Tests</td>
<td>[sle][Migration][SLE15SP2] Automation the RMT test</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60151</td>
<td>openQA Tests</td>
<td>[sle][functional][u] test fails in sshd - login prompt doesn't show up on serial_terminal</td>
<td>Blocked</td>
<td>riafarov</td>
<td>Milestone 31</td>
<td>07/04/2020</td>
<td>#60176, Blocked by #60176</td>
</tr>
<tr>
<td>60071</td>
<td>openQA Tests</td>
<td>[functional][y][epic] SLE 15 SP2 feature testing</td>
<td>In Progress</td>
<td>riafarov</td>
<td>Milestone 30</td>
<td>07/04/2020</td>
<td></td>
</tr>
<tr>
<td>60065</td>
<td>openQA Tests</td>
<td>[SLE][Migration][backlog]: need workround for test openqa autoyast on s390</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>--------------</td>
<td>----------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>60059</td>
<td>openQA Project</td>
<td>logs of virtio_console1 and later not visible in web UI live view or assets tab</td>
<td>Workable</td>
<td>Michel_mno</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60050</td>
<td>openQA Tests</td>
<td>[desktop][sporadically] test fails in evolution_meeting_imap and other test modules, potential changed behaviour due to recent &quot;os-autoinst&quot; change</td>
<td>New</td>
<td>GraceWang</td>
<td></td>
<td></td>
<td>Related to #59882</td>
</tr>
<tr>
<td>60047</td>
<td>openQA Tests</td>
<td>[desktop] Update maintainer in test modules, e.g. &quot;evolution_*&quot;</td>
<td>New</td>
<td>Yfjiang</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60029</td>
<td>openQA Project</td>
<td>OBS builds of os-autoinst fail for SLE12SP5 but not for SLE12SP3-4</td>
<td>Blocked</td>
<td>Mkittler</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60023</td>
<td>openQA Infrastructure</td>
<td>Disable rsync.pl on o3</td>
<td>New</td>
<td>Andriinikitin</td>
<td>Current Sprint</td>
<td></td>
<td></td>
</tr>
<tr>
<td>59993</td>
<td>openSUSE Leap 15.1</td>
<td>Need redirect for Leap 15.1 ports source repos to default source repo</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59990</td>
<td>openQA Tests</td>
<td>[qam] test fails in application_starts_on_login</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59969</td>
<td>openQA Project</td>
<td>Display job dependency tab not only for latest jobs</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59933</td>
<td>openQA Infrastructure</td>
<td>Prevent depletion of space on / with extra partition or quota on /home and/or /tmp (both o3 and osd)</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59926</td>
<td>openQA Project</td>
<td>test incompletes in middle of execution with auto_review:&quot;Unexpected end of data 0&quot;, system journal shows &quot;kernel: traps: /usr/bin/isotov[2300] general protection ip:7fd5e11771e sp:7fe066f2200 error:0 in libc-2.26.so[7fd5e094000+1b1000]&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td>Related to #60443, Related to #62420</td>
</tr>
<tr>
<td>59923</td>
<td>openSUSE admin</td>
<td>New e-mail servers/infrastructure for openSUSE domains</td>
<td>In Progress</td>
<td>Irupp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59918</td>
<td>openSUSE admin</td>
<td>Salt automation: auto-deploy and monitoring</td>
<td>New</td>
<td>Mcaj</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59903</td>
<td>openQA Tests</td>
<td>[openuse][u] test fails in suse_module_tools, as missing modhash for leap15.2 ppc64le</td>
<td>Feedback</td>
<td>Michel_mno</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59897</td>
<td>openQA Tests</td>
<td>[qam] [maint] [libreoffice] test fails in libreoffice_mainmenu_components - new pop up window at start</td>
<td>New</td>
<td>Michel_mno</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59879</td>
<td>openQA Project</td>
<td>module status &quot;running&quot; seems to report in very late or not at all</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59852</td>
<td>openQA Project</td>
<td>auto_review:&quot;Failed to find an available port: Address already in use&quot; Fix issues in Mojo::IOLoop::ReadWriteProcess leading to broken workers due to leftover QEMU processes</td>
<td>New</td>
<td></td>
<td></td>
<td>October 2020</td>
<td></td>
</tr>
<tr>
<td>59846</td>
<td>openQA Tests</td>
<td>[sle][functional][y] test fails in yast2 lan - yast2 lan could not start up</td>
<td>New</td>
<td></td>
<td>Milestone 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>59621</td>
<td>openQA Infrastructure</td>
<td>osd: Sporadically high CPU and IO load (vdd), grafana alerts &quot;Disk I/O time for /dev/vdd&quot; and &quot;CPU usage&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59401</td>
<td>openQA Project</td>
<td>worker complains about &quot;empty&quot; workers.ini with error but works just fine regardless with default worker class</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59397</td>
<td>openQA Project</td>
<td>Make openQA less &quot;iso&quot; centric</td>
<td>New</td>
<td></td>
<td></td>
<td>October 2020</td>
<td></td>
</tr>
<tr>
<td>59394</td>
<td>openQA Tests</td>
<td>[functional][u] Overwrite empty ISO variable everywhere where not needed, i.e. ‘-ISO=’, to prevent useless ISO downloading and storage</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td>Related to #38807, Related to #64938, Copied from #33946</td>
</tr>
<tr>
<td>59391</td>
<td>openQA Project</td>
<td>Prevent depletion of space on /tmp due to mojo.tmp files from os-autoinst</td>
<td>Feedback</td>
<td>Kraih</td>
<td>Current Sprint</td>
<td></td>
<td>Copied from #59038</td>
</tr>
<tr>
<td>59357</td>
<td>openQA Tests</td>
<td>[live][aarch64] test fails in reboot_after_installation</td>
<td>New</td>
<td>Zcjia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>----</td>
<td>-----------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>59339</td>
<td>openQA Tests</td>
<td>[functional] Support Server based on SLE12-SP3 is broken</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59333</td>
<td>openQA Tests</td>
<td>[opensuse][virtualization] Separate 'vagrant' tests from 'virtualization'</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59306</td>
<td>openQA Tests</td>
<td>[kernel] udev-no-partlabel-links fails trying to download non existant asset &quot;empty_500M.qcow2&quot;</td>
<td>New</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59300</td>
<td>openQA Infrastructure</td>
<td>auto_review:&quot;DBus.*: The name org.opensuse.os_autoinst.switch was not provided&quot; GRE tunnel settings not applied on initial setup / after reboot</td>
<td>Workable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

...