<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>92969</td>
<td>openQA Infrastructure</td>
<td>Failing service os-autoinst-openvswitch after boot of some workers</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92957</td>
<td>openQA Project</td>
<td>Add option to openqa-review to skip displaying all passed results</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92921</td>
<td>openQA Project</td>
<td>Can we change or display job group structure for maintenance job groups</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92915</td>
<td>openQA Infrastructure</td>
<td>OSD deployment fails at 2021-05-21 because 'openqaworker-arm-2.suse.de Minion did not return'</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92854</td>
<td>openQA Project</td>
<td>[epic] limit overload of openQA webUI by heavy requests</td>
<td>New</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92833</td>
<td>openQA Project</td>
<td>containers: Web UI cannot connect to scheduler</td>
<td>In Progress</td>
<td>ilausuch</td>
<td>Ready</td>
<td>2021-06-04</td>
<td>Related to #76978, Related to #92893</td>
</tr>
<tr>
<td>92788</td>
<td>openQA Project</td>
<td>Use openQA archiving feature on osd</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92770</td>
<td>openQA Project</td>
<td>openqa.opensuse.org down, o3 VM reachable, no failed service</td>
<td>Feedback</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-06-02</td>
<td>Copied to #92854</td>
</tr>
<tr>
<td>92764</td>
<td>openQA Project</td>
<td>Possible spam from check_for_unsent_reports.sh, repeated sending of &quot;PASSED&quot; and &quot;FAILED&quot; emails</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-06-02</td>
<td>Related to #92755</td>
</tr>
<tr>
<td>92761</td>
<td>openQA Project</td>
<td>devel:openQA/openqa_dev failed to build in containers15.2/x86_64 &quot;no space left on device&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-05-31</td>
<td></td>
</tr>
<tr>
<td>92755</td>
<td>QA</td>
<td>Investigate problems with post-commit hook for testreports</td>
<td>Resolved</td>
<td>jbaier_cz</td>
<td>Ready</td>
<td>2021-06-01</td>
<td>Related to #92764</td>
</tr>
<tr>
<td>92746</td>
<td>openQA Project</td>
<td>Log viewer in openQA webUI with color parsing</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92701</td>
<td>openQA Infrastructure</td>
<td>backup of etc/ from both o3 and osd not updated anymore since 2019</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92665</td>
<td>openQA Project</td>
<td>Automatically validate code style for python code</td>
<td>In Progress</td>
<td>osukup</td>
<td>Ready</td>
<td>2021-05-28</td>
<td></td>
</tr>
<tr>
<td>92584</td>
<td>openQA Project</td>
<td>Leap 15.3 support for os-autoinst-openQA</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92497</td>
<td>openQA Project</td>
<td>Perl test execution in os-autoinst runs successfully but then fails with error</td>
<td>In Progress</td>
<td>VANASTASIADIS</td>
<td>Ready</td>
<td>2021-06-02</td>
<td></td>
</tr>
<tr>
<td>92467</td>
<td>openQA Infrastructure</td>
<td>Unit has 'iscsid.socket' failed on some OSD workers since today's nightly reboot</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92344</td>
<td>openQA Project</td>
<td>many temp-folders left over from live openQA jobs, regression?</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-06-02</td>
<td>Related to #59391</td>
</tr>
<tr>
<td>92341</td>
<td>QA</td>
<td>fix potential leak of tempfiles of openqa-label-known-issues</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-05-21</td>
<td></td>
</tr>
<tr>
<td>92338</td>
<td>openQA Infrastructure</td>
<td>[Alerting] File systems alert, / on osd</td>
<td>Feedback</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-06-02</td>
<td></td>
</tr>
<tr>
<td>92302</td>
<td>openQA Infrastructure</td>
<td>NFS mount var-lib-openqa-share.mount often fails after boot of some workers</td>
<td>In Progress</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #64941, Copied from #89551, Copied to #92969</td>
</tr>
<tr>
<td>92287</td>
<td>QA</td>
<td>Document access to raw openqa database</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------</td>
<td>-----------</td>
<td>----------------</td>
<td>------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>92221</td>
<td>QA</td>
<td>support for SLE-Module-NVIDIA-Compute_15</td>
<td>Resolved</td>
<td>jbaier_cz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92188</td>
<td>openQA Project</td>
<td>test reviewers are pointed to the &quot;first bad vs. last good&quot; comparison if current job is not already the first bad</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92185</td>
<td>openQA Infrastructure</td>
<td>Our PowerPC worker machines need to be configured for automatic start after a power outage</td>
<td>Workable</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92179</td>
<td>openQA Project</td>
<td>‘make coverage’ on openSUSE Leap 15.2 can fail with &quot;Bad Sereal header: Not a valid Sereal document&quot;</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92176</td>
<td>openQA Infrastructure</td>
<td>[alert] openqaworker-arm-3 offline and CI pipeline unable to send email but stating &quot;passed&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-21</td>
<td>Related to #89815, Related to #76876</td>
</tr>
<tr>
<td>92167</td>
<td>openQA Infrastructure</td>
<td>remove workaround for PowerPC workers after boo#1174166 fixed and updates available</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92164</td>
<td>openQA Project</td>
<td>t/01-test-utilities.t fails in 'test would have failed' in unrelated PR</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td>2021-05-19</td>
<td></td>
</tr>
<tr>
<td>92161</td>
<td>openQA Project</td>
<td>CI: build-docs-nightly broken since May 3</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92149</td>
<td>QA</td>
<td>crosscheck status/goal/maintainership of a machine &quot;qam2&quot;</td>
<td>Feedback</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92128</td>
<td>openQA Project</td>
<td>openQA-(common</td>
<td>devel) broken on Leap 15.2 (Cpanel::JSON::XS dependency)</td>
<td>New</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
</tr>
<tr>
<td>92125</td>
<td>QA</td>
<td>feasibility to move &quot;MR&quot; on submission tests into a separate job group</td>
<td>New</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92113</td>
<td>openQA Infrastructure</td>
<td>[Alerting] openqaworker-arm-3: NTP offset alert</td>
<td>New</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92110</td>
<td>openQA Infrastructure</td>
<td>Several Job age (scheduled) alerts on Sunday</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-05-18</td>
<td></td>
</tr>
<tr>
<td>92086</td>
<td>openQA Infrastructure</td>
<td><a href="http://monitor.qa">http://monitor.qa</a> should redirect to <a href="https://monitor.qa.suse.de">https://monitor.qa.suse.de</a></td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92034</td>
<td>openQA Infrastructure</td>
<td>Re-enable openqa-investigate options after the black certificate now only shows properly &quot;reviewed&quot; jobs</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>92007</td>
<td>QA</td>
<td>proposal: Move SUSE QE Tools workshop to 0700 UTC after multiple conflicts</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td>2021-05-15</td>
<td></td>
</tr>
<tr>
<td>91971</td>
<td>openQA Project</td>
<td>crosscheck if testapi::eject_cd actually works</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-15</td>
<td>Related to #47303</td>
</tr>
<tr>
<td>91965</td>
<td>openQA Project</td>
<td>Enable switching to the qemu serial0 line</td>
<td>Feedback</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91914</td>
<td>openQA Project</td>
<td>[epic] Make reviewing openQA results per squad easier</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #91467</td>
</tr>
<tr>
<td>91902</td>
<td>openQA Project</td>
<td>Tests incomplete with reason &quot;Failed modules: …&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-13</td>
<td>Related to #90152</td>
</tr>
<tr>
<td>91803</td>
<td>openQA Infrastructure</td>
<td>openqaworker8 failed to reboot: [Alerting] openqaworker8: host up alert on 2021-04-25</td>
<td>Resolved</td>
<td>osukup</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91785</td>
<td>openQA Project</td>
<td>UI representation for archived jobs</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91782</td>
<td>openQA Project</td>
<td>Add support for archived jobs</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-25</td>
<td>Related to #76984, Copied to #92788</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-----------</td>
<td>----------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>91779</td>
<td>openQA Infrastructure</td>
<td>Add monitoring for storage.qa.suse.de</td>
<td>Workable</td>
<td>Ready</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>91764</td>
<td>openQA Project</td>
<td>openqaworker13 has active jobs but not doing anything useful for hours</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-25</td>
<td></td>
</tr>
<tr>
<td>91752</td>
<td>openQA Project</td>
<td>jenkins: Multiple missing fields and errors in configuration of openQA-in-openQA</td>
<td>Workable</td>
<td>Ready</td>
<td></td>
<td></td>
<td>Blocks #88754</td>
</tr>
<tr>
<td>91710</td>
<td>openQA Project</td>
<td>openQA API documentation mentions non-functional route /groups</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-11</td>
<td></td>
</tr>
<tr>
<td>91674</td>
<td>QA</td>
<td>SUSE QE Tools process proposal: Go further on regression fixing</td>
<td>New</td>
<td>Ready</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>91665</td>
<td>QA</td>
<td>Add projects that we maintain to &quot;SUSE Projects&quot; list</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91659</td>
<td>openQA Project</td>
<td>Add Playwright to devel/languages:perl</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td>2021-05-08</td>
<td>Related to #91884</td>
</tr>
<tr>
<td>91658</td>
<td>openQA Project</td>
<td>Make &quot;black certificate&quot; stricter to only show when /tests/overview?todo=1 is empty, i.e. no unlabeled failures</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91652</td>
<td>openQA Project</td>
<td>Remind about the use of openqa-review in squads</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91650</td>
<td>openQA Project</td>
<td>Resolve the most recent builds per job group on /tests/overview when showing multiple job groups</td>
<td>Workable</td>
<td>Ready</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>91647</td>
<td>openQA Project</td>
<td>Making option to filter by flavor, test name, job group on /tests/overview more prominent</td>
<td>Workable</td>
<td>Ready</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>91638</td>
<td>openQA Project</td>
<td>Ensure standard javascript code</td>
<td>Workable</td>
<td>Ready</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>91601</td>
<td>openQA Project</td>
<td>Add &quot;return to top&quot; button on openQA pages, e.g. job details, index, group overview</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91578</td>
<td>openQA Project</td>
<td>[openQA][environment][module]Missing perl use NetAddr::IP on openQA environment</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91542</td>
<td>openQA Project</td>
<td>openQA API what jobs were/are testing X incident/package</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91530</td>
<td>openQA Infrastructure</td>
<td>Severe performance problems on malbec</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td>2021-05-14</td>
<td></td>
</tr>
<tr>
<td>91527</td>
<td>openQA Project</td>
<td>Cleanup logging in autoinst-log.txt</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td>2021-05-18</td>
<td>Related to #89485, Related to #92902</td>
</tr>
<tr>
<td>91521</td>
<td>openQA Project</td>
<td>link to &quot;first bad&quot; in investigation tab</td>
<td>Resolved</td>
<td>osukup</td>
<td>Ready</td>
<td></td>
<td>Copied to #92188</td>
</tr>
<tr>
<td>91518</td>
<td>openQA Project</td>
<td>[epic] Provide 'first bad' vs. 'last good' difference in investigation info</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #91461</td>
</tr>
<tr>
<td>91494</td>
<td>openQA Project</td>
<td>[epic] work on #90152 caused deployment problem and no monitoring alert</td>
<td>Workable</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #91461</td>
</tr>
<tr>
<td>91488</td>
<td>openQA Project</td>
<td>containers: openqa test &quot;single_container_webui&quot; eventually fails</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Related to #91818</td>
</tr>
<tr>
<td>91467</td>
<td>openQA Project</td>
<td>[epic] Surface openQA failures per squad in a single place</td>
<td>Feedback</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #17252, Copied to #91914</td>
</tr>
<tr>
<td>91461</td>
<td>openQA Project</td>
<td>Test is missing webui results and fail despite all tests passed</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-06</td>
<td>Related to #90152, Copied to #91494</td>
</tr>
<tr>
<td>91377</td>
<td>openQA Project</td>
<td>CI: fix static-check-containers</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-04</td>
<td></td>
</tr>
<tr>
<td>91347</td>
<td>openQA Project</td>
<td>[spike][timeboxed:18h] Support for archived jobs</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91341</td>
<td>openQA Tests</td>
<td>[gec][joes][opensuse] test fails in vim: ssh test use the wrong console font</td>
<td>Feedback</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-05-28</td>
<td></td>
</tr>
<tr>
<td>91284</td>
<td>openQA Project</td>
<td>Prevent recursive apparmor profile inclusion</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-05-01</td>
<td></td>
</tr>
<tr>
<td>91257</td>
<td>openQA Project</td>
<td>try out python backend for production tests in a new test distribution or os-autoinst-distri-openQA</td>
<td>Feedback</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>----------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------</td>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>91250</td>
<td>openQA Project</td>
<td>handle codecov Bash Uploader Security Update</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-29</td>
<td>Related to #80374, Copied to #91884</td>
</tr>
<tr>
<td>91232</td>
<td>openQA Project</td>
<td>Test t/ui/25-developer_mode.t failed in CI</td>
<td>Rejected</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-04-30</td>
<td>Related to #90614</td>
</tr>
<tr>
<td>91163</td>
<td>openQA Project</td>
<td>Many jobs on OSD and o3 are incomplete because of auto_review:&quot;backend died: missing input at /usr/lib/os-autoinst/bmwqemu.pm line 202&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>91097</td>
<td>openQA Project</td>
<td>CI: &quot;webui-docker-compose&quot; eventually fails building images</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td>2021-04-29</td>
<td>Related to #90614</td>
</tr>
<tr>
<td>90974</td>
<td>openQA Project</td>
<td>Make it obvious if qemu gets terminated unexpectedly due to out-of-memory</td>
<td>Feedback</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td>2021-05-28</td>
<td>Copied from #90161</td>
</tr>
<tr>
<td>90968</td>
<td>openQA Infrastructure</td>
<td>[alert] Multiple flaky incomplete job alerts on Sunday</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-04-29</td>
<td></td>
</tr>
<tr>
<td>90929</td>
<td>openQA Project</td>
<td>get OAuth2 to work with salsa.debian.org (gitlab)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90920</td>
<td>openQA Infrastructure</td>
<td>Restore IPMI access to malbec.arch.suse.de</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90875</td>
<td>openQA Infrastructure</td>
<td>powerqaworker-qam-1 is online but <a href="https://monitor.qa.suse.de/d/4KkGdvZk/osd-status-overview">https://monitor.qa.suse.de/d/4KkGdvZk/osd-status-overview</a> shows &quot;No Data&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90872</td>
<td>openQA Project</td>
<td>openQA / os-autoinst 'either does not dequeue its messages, or exhibits some other buggy client-behavior'</td>
<td>Resolved</td>
<td>AdamWill</td>
<td>Ready</td>
<td>2021-04-28</td>
<td></td>
</tr>
<tr>
<td>90857</td>
<td>openQA Infrastructure</td>
<td>Add redundancy for SAP multi machines tests</td>
<td>Feedback</td>
<td>nicksinger</td>
<td>Ready</td>
<td>2021-05-27</td>
<td></td>
</tr>
<tr>
<td>90818</td>
<td>openQA Project</td>
<td>[openqa][tool] Not able to get group_overview json output.</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-22</td>
<td>Related to #91004</td>
</tr>
<tr>
<td>90788</td>
<td>openQA Project</td>
<td>openQA jobs with arbitrary parameters can be triggered over the webUI for authenticated users with right permissions (operator+)-</td>
<td>Workable</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Copied from #87698</td>
</tr>
<tr>
<td>90767</td>
<td>openQA Project</td>
<td>containers: Fix github test &quot;webui-docker-compose&quot; timeout</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Related to #90995</td>
</tr>
<tr>
<td>90764</td>
<td>QA</td>
<td>auto-merge github feature can be enabled for os-autoinst-distri-opensuse</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90761</td>
<td>openQA Project</td>
<td>os-autoinst-distri-opensuse CI checks fail due to <code>cpanm --installdeps</code> failing on Inline::Python</td>
<td>Resolved</td>
<td>osukup</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90758</td>
<td>openQA Project</td>
<td>[epic] python bindings for openQA</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90755</td>
<td>openQA Infrastructure</td>
<td>aarch64 openQA jobs on osd not properly processed since 2021-04-05</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-04-22</td>
<td></td>
</tr>
<tr>
<td>90746</td>
<td>openQA Infrastructure</td>
<td>OSD deployment fails at 2021-04-07 because 'storage.qa.suse.de: Minion did not return'</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-21</td>
<td>Related to #90629</td>
</tr>
<tr>
<td>90635</td>
<td>openQA Infrastructure</td>
<td>NTP alerts coinciding with reboots of ppc64le host</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #90746, Copied from #69577</td>
</tr>
<tr>
<td>90629</td>
<td>openQA Infrastructure</td>
<td>administration of the new &quot;Storage Server&quot;</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #91046, Related to #91097</td>
</tr>
<tr>
<td>90614</td>
<td>openQA Project</td>
<td>CI test webui-docker-compose failed but PR was merged anyway</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td>2021-04-23</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>---------------</td>
<td>-------------------------------------------------------------------------</td>
<td>--------------</td>
<td>------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>90443</td>
<td>QA</td>
<td>Reset due date on tickets when it doesn't apply / only apply due-date when assignee actually works on tickets</td>
<td>Rejected</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #90441</td>
</tr>
<tr>
<td>90441</td>
<td>QA</td>
<td>Only set due date on tickets in progress</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #73468, Copied to #90443</td>
</tr>
<tr>
<td>90428</td>
<td>QA</td>
<td>proposal: Plan to demo features in weekly meetings depending on due-date</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-17</td>
<td></td>
</tr>
<tr>
<td>90404</td>
<td>QA</td>
<td>[teregen] Update TeReGen for deployment on qam2</td>
<td>Resolved</td>
<td>jbaier_cz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90401</td>
<td>QA</td>
<td>[teregen] Integrate coverage information in a presentable way into test template</td>
<td>Resolved</td>
<td>jbaier_cz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90371</td>
<td>openQA Project</td>
<td>Warnings &quot;Subroutine JSON::PP::Boolean::(0+ redefined&quot;</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td>Related to #72082, Related to #38264, Related to #29048</td>
</tr>
<tr>
<td>90362</td>
<td>openQA Project</td>
<td>Allow to customize worker engine by configuration</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90302</td>
<td>openQA Project</td>
<td>Remote openQA worker fails to run tests from openqa-clone-custom-git-refspec due to differing paths</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90299</td>
<td>openQA Project</td>
<td>414 failure when cloning job with very long job setting values</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-04-02</td>
<td></td>
</tr>
<tr>
<td>90293</td>
<td>openQA Project</td>
<td>Optional relative paths for CASEDIR and others to be not bound to specific workers</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td>Copied from #90290</td>
</tr>
<tr>
<td>90290</td>
<td>openQA Project</td>
<td>Relative paths for CASEDIR and others as default to be not bound to specific workers</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #90293</td>
</tr>
<tr>
<td>90164</td>
<td>openQA Project</td>
<td>Make gitlab.suse.de/openqa/salt-states-openqa public</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90161</td>
<td>openQA Project</td>
<td>[Alerting] malbec: Memory usage alert triggered briefly and turned OK within the next minute</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #90974</td>
</tr>
<tr>
<td>90152</td>
<td>openQA Project</td>
<td>module results missing on quick job (on auto-restarting worker)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #58826, Related to #91461, Related to #91902</td>
</tr>
<tr>
<td>90131</td>
<td>openQA Project</td>
<td>don't obsolete jobs with the same build number in different job groups when using <code>_OBsolete</code></td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-01</td>
<td></td>
</tr>
<tr>
<td>90047</td>
<td>QA</td>
<td>Improve dependency detection in cpanspec</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td>2021-05-07</td>
<td>Related to #92122, Related to #92119</td>
</tr>
<tr>
<td>90038</td>
<td>openQA Project</td>
<td>Better error handling when reading API key+secret from ~/.config/openqa/client.conf</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89993</td>
<td>openQA Infrastructure</td>
<td>OSD deployment rollback failed finding &quot;before&quot; and &quot;osd_deployment_rpm_q&quot; files</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-13</td>
<td></td>
</tr>
<tr>
<td>89990</td>
<td>openQA Tests</td>
<td>Error on tests/kernel/run_ltp.pm: Can't locate sles/tests/kernel/run_ltp.pm</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #67723</td>
</tr>
<tr>
<td>89935</td>
<td>openQA Project</td>
<td>t/ui/27-plugin_obs.sync_status_details.t fails in circleCI, master branch even</td>
<td>In Progress</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-04-30</td>
<td>Related to #89899, Related to #66718</td>
</tr>
<tr>
<td>89920</td>
<td>openQA Project</td>
<td>Extend existing openQA-in-openQA tests as a learning exercise to know where our instructions or beginner situation can be improved</td>
<td>Workable</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89899</td>
<td>openQA Project</td>
<td>Fix flaky coverage - t/ui/27-plugin_obs.sync_status_details.t</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td>Related to #89935, Copied from #80274</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>89821</td>
<td>openQA Infrastructure</td>
<td>alert: PROBLEM Service Alert: openqa.suse.de/fs_/srv is WARNING (flaky, partial recovery with OK messages)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89815</td>
<td>openQA Infrastructure</td>
<td>osd-deployment blocked by openqaworker-arm-3 offline and not recovered automatically</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-04-22</td>
<td>Related to #92176</td>
</tr>
<tr>
<td>89731</td>
<td>openQA Project</td>
<td>containers: The deploy using docker-compose is not stable and eventually fails</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Related to #91046, Blocked by #89719, Blocked by #89722</td>
</tr>
<tr>
<td>89722</td>
<td>openQA Project</td>
<td>Need automatic check for docker-compose</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Blocks #89731, Copied from #89719</td>
</tr>
<tr>
<td>89719</td>
<td>openQA Project</td>
<td>docker-compose up fails on master</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Blocks #76978, Blocks #89731, Copied to #89722</td>
</tr>
<tr>
<td>89620</td>
<td>openQA Project</td>
<td>openqa-clone-custom-git-refspec fails with: env; git: Permission denied</td>
<td>Resolved</td>
<td>ggardet_arm</td>
<td>Ready</td>
<td>2021-03-16</td>
<td></td>
</tr>
<tr>
<td>89557</td>
<td>openQA Project</td>
<td>presence on matrix</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-03-16</td>
<td>Copied from #89554</td>
</tr>
<tr>
<td>89551</td>
<td>openQA Infrastructure</td>
<td>NFS mount fails after boot (reproducible on some OSD workers)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-03-31</td>
<td>Related to #88191, Related to #68053, Related to #75016, Related to #88900, Copied to #92302</td>
</tr>
<tr>
<td>89548</td>
<td>openQA Project</td>
<td>presence on discord</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #89554</td>
</tr>
<tr>
<td>89497</td>
<td>openQA Infrastructure</td>
<td>flaky Failed systemd services alert (except openqa.suse.de)</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td>2021-03-31</td>
<td>Related to #88900</td>
</tr>
<tr>
<td>89491</td>
<td>QA</td>
<td>Add flatpak build test to obs-build CI</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89419</td>
<td>openQA Infrastructure</td>
<td>Incomplete jobs after OSD deployment</td>
<td>Rejected</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89281</td>
<td>openQA Project</td>
<td>Prevent investigation jobs to do any asset uploads to prevent overriding production assets</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89275</td>
<td>openQA Infrastructure</td>
<td>Flaky Incomplete jobs (not restarted) of last 24h alert and New incompletes alert triggered and back to OK</td>
<td>Resolved</td>
<td>cdwywan</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89224</td>
<td>openQA Project</td>
<td>Limit execution time of hook scripts run within Minion</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-03-16</td>
<td></td>
</tr>
<tr>
<td>89221</td>
<td>openQA Project</td>
<td>Statistics about the time it takes developers from QA to close tickets related to failing tests (creation - closing)</td>
<td>Resolved</td>
<td>VANASTASIADIS</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89206</td>
<td>openQA Project</td>
<td>openqa-review CI failure about &quot;ImportError: No module named enum&quot; in python 2.7 tests</td>
<td>Resolved</td>
<td>cdwywan</td>
<td>Ready</td>
<td>2021-03-18</td>
<td></td>
</tr>
<tr>
<td>89200</td>
<td>openQA Project</td>
<td>Switch OSD deployment to two-daily deployment</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89113</td>
<td>openQA Infrastructure</td>
<td>[alert] PROBLEM Service Alert: openqa.suse.de/NTP Time is CRITICAL</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-05-26</td>
<td></td>
</tr>
<tr>
<td>89080</td>
<td>QA</td>
<td>Flatpak OBS builds fail on tumbleweed</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td>2021-03-11</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>------------</td>
<td>----------------</td>
<td>------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>89077</td>
<td>openQA Project</td>
<td>os-autoinst Makefile is missing symlinks configuration</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89059</td>
<td>openQA Project</td>
<td>package checks fail due to timeout in openSUSE:Factory:ARM/aarch64</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89056</td>
<td>openQA Project</td>
<td>incomplete jobs with auto_review:&quot;isotovideo died: isotovideo received signal HUP&quot;:retry</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>89050</td>
<td>openQA Infrastructure</td>
<td>OSD deployment blocked since two weeks - salt nodes failing</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #68053</td>
</tr>
<tr>
<td>89047</td>
<td>openQA Infrastructure</td>
<td>Failed to commit needles, gitlab account blocked 2021-02-24</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #68053</td>
</tr>
<tr>
<td>88915</td>
<td>openQA Project</td>
<td>Codecov always fails with 404 Not Found - Build has already finished, uploads rejected</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td>2021-03-09</td>
<td></td>
</tr>
<tr>
<td>88912</td>
<td>openQA Infrastructure</td>
<td>Assets cleaned up too early for Tumbleweed aarch64</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88900</td>
<td>openQA Infrastructure</td>
<td>openqaworker13 was unreachable</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #89497, Related to #89551</td>
</tr>
<tr>
<td>88807</td>
<td>openQA Infrastructure</td>
<td>Open vSwitch command 'set_vlan' with arguments 'tap41 13' failed: 'tap41' is not connected to bridge 'br1' at /usr/lib/os-autoinst/backend/qemu.pm line 152.</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88754</td>
<td>openQA Project</td>
<td>openQA-in-openQA tests always fail and results do not impact submission pipeline</td>
<td>Blocked</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Blocked by #91752</td>
</tr>
<tr>
<td>88751</td>
<td>openSUSE admin</td>
<td>Problem login into openqa.suse.de and openqa.opensuse.org</td>
<td>Resolved</td>
<td>bmwiedemann</td>
<td>Ready</td>
<td>2021-03-05</td>
<td>Related to #88816</td>
</tr>
<tr>
<td>88745</td>
<td>openQA Project</td>
<td>[easy] Clicking on &quot;Untracked&quot; on /admin/assets yields &quot;Not Found&quot; page, better have no clickable link at all</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88696</td>
<td>openQA Project</td>
<td>Executing /usr/share/openqa/script/openqa-gru fails</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Is duplicate of #88609</td>
</tr>
<tr>
<td>88609</td>
<td>openQA Project</td>
<td>Mojolicious 9.0 compatibility</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td>2021-03-02</td>
<td>Has duplicate #88698</td>
</tr>
<tr>
<td>88603</td>
<td>openQA Project</td>
<td>Two identical jobs are created from one abandoned test</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88594</td>
<td>openQA Project</td>
<td>codecov reports for individual files yield &quot;forbidden&quot; and files can not be shown</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88564</td>
<td>openQA Project</td>
<td>text field for git commit details in needle editor</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88546</td>
<td>openQA Infrastructure</td>
<td>Make use of the new &quot;Storage Server&quot;, e.g. complete OSD backup</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Copied from #69577</td>
</tr>
<tr>
<td>88538</td>
<td>openQA Project</td>
<td>Since 2021-02-11 all openQA CI tests fail in codecov &quot;406 Not Acceptable ('detail': ErrorDetail(string='Could not satisfy the request Accept header.', code='not_acceptable'))&quot;</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td>2021-02-27</td>
<td></td>
</tr>
<tr>
<td>88496</td>
<td>openQA Project</td>
<td>openQA &quot;t&quot; tests time out (again) and take long</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-02-23</td>
<td>Copied from #59043</td>
</tr>
<tr>
<td>88485</td>
<td>QA</td>
<td>[teregen] Fetch and store coverage info for each incident</td>
<td>Resolved</td>
<td>jbaier_cz</td>
<td>Ready</td>
<td></td>
<td>Related to #90914</td>
</tr>
<tr>
<td>88482</td>
<td>openQA Project</td>
<td>Two absolute paths concatenated to form a default needle dir when PRODUCT_DIR/needles doesn't exist</td>
<td>Resolved</td>
<td>xiaojing_liu</td>
<td>Ready</td>
<td>Related to #67723</td>
<td></td>
</tr>
<tr>
<td>88474</td>
<td>openQA Infrastructure</td>
<td>All workers on powerqaworker-qam-1 are offline</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td>Related to #81058, Related to #88225</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------</td>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>88459</td>
<td>openQA Project</td>
<td>low-prio single-machine jobs can starve out high-prio multi-machine tests</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-03-05</td>
<td></td>
</tr>
<tr>
<td>88452</td>
<td>openQA Project</td>
<td>script_run syntax error when &amp; is at the end of command</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-15</td>
<td></td>
</tr>
<tr>
<td>88451</td>
<td>openQA Project</td>
<td>Static validation for containers</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-03-16</td>
<td>Blocks #76978</td>
</tr>
<tr>
<td>88450</td>
<td>openQA Infrastructure</td>
<td>Flaky NTP offset alert</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88439</td>
<td>openQA Tests</td>
<td>[sporadic][tools] test fails in php7_postgresql</td>
<td>New</td>
<td>osukup</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88385</td>
<td>openQA Infrastructure</td>
<td>openqaworker3 host up alert is flaky</td>
<td>Rejected</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #78010</td>
</tr>
<tr>
<td>88363</td>
<td>openQA Project</td>
<td>openqa-client cannot return job info</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-02-19</td>
<td></td>
</tr>
<tr>
<td>88347</td>
<td>openQA Project</td>
<td>upload_asset function fails for larger files</td>
<td>Resolved</td>
<td>psladek</td>
<td>Ready</td>
<td></td>
<td>Has duplicate #88297</td>
</tr>
<tr>
<td>88247</td>
<td>openQA Project</td>
<td>manage password for multiple test users in os-autoinst for openQA tests</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88229</td>
<td>openQA Project</td>
<td>[epic] Prevent unintended test coverage decrease</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88225</td>
<td>openQA Infrastructure</td>
<td>osd infrastructure: Many failed systemd services on various machines</td>
<td>Resolved</td>
<td>nickienger</td>
<td>Ready</td>
<td></td>
<td>Related to #88474</td>
</tr>
<tr>
<td>88191</td>
<td>openQA Infrastructure</td>
<td>openqaworker2 boot ends in emergency shell</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #78010, Related to #89551</td>
</tr>
<tr>
<td>88189</td>
<td>openQA Infrastructure</td>
<td>Firmware upgrade of qa-power8-4.qa.suse.de</td>
<td>Rejected</td>
<td>nickienger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>88187</td>
<td>openQA Project</td>
<td>Set the addresses in the &quot;internal clients&quot; configurable</td>
<td>Resolved</td>
<td>nickienger</td>
<td>Ready</td>
<td></td>
<td>Blocks #81060, Blocks #76990</td>
</tr>
<tr>
<td>88183</td>
<td>QA</td>
<td>[spike][timeboxed:20h] rancher: Create a simple selenium test for the UI as proof of concept</td>
<td>Resolved</td>
<td>ila such</td>
<td>Ready</td>
<td>2021-02-08</td>
<td></td>
</tr>
<tr>
<td>88127</td>
<td>QA</td>
<td>[tools][gem] Test coverage DB for maintenance updates</td>
<td>Resolved</td>
<td>jbaier_cz</td>
<td>Ready</td>
<td></td>
<td>Related to #88536</td>
</tr>
<tr>
<td>88125</td>
<td>openQA Project</td>
<td>Get feedback and adapt the population scripts for testreports</td>
<td>Resolved</td>
<td>VANASTASIADIS</td>
<td>Ready</td>
<td>2021-03-11</td>
<td></td>
</tr>
<tr>
<td>88121</td>
<td>openQA Project</td>
<td>Trigger cleanup of results (or assets) if not enough free space based on configuration limit</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>87979</td>
<td>openQA Infrastructure</td>
<td>Requirements for access to the openqa VM</td>
<td>Resolved</td>
<td>nickienger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>87970</td>
<td>openQA Infrastructure</td>
<td>tumbleweed container images in gitlab CI fail on salt calls, e.g. &quot;KeyError: 'cmd.run_all'&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-02-16</td>
<td></td>
</tr>
<tr>
<td>87898</td>
<td>openQA Project</td>
<td>Add grafana alert for &quot;broken workers&quot; as reported by openQA</td>
<td>Resolved</td>
<td>nickienger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>87883</td>
<td>openQA Infrastructure</td>
<td>osd infrastructure: services like &quot;telegraf&quot; are not enabled to start immediately on boot</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-01-26</td>
<td></td>
</tr>
<tr>
<td>87856</td>
<td>openQA Infrastructure</td>
<td>[alert] openqaworker3.suse.de/NRPE is CRITICAL</td>
<td>Resolved</td>
<td>nickienger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>87838</td>
<td>openQA Infrastructure</td>
<td>&quot;alert&quot; osd: Open database connections by user alert</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-01-26</td>
<td></td>
</tr>
<tr>
<td>87698</td>
<td>openQA Project</td>
<td>openQA jobs can be triggered with single curl calls</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td>Copied to #90788</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>-------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>86063</td>
<td>openQA Project</td>
<td>[epic] Add possibility to trigger openQA API calls, e.g. single &quot;jobs&quot;, without the need of the client / over the webUI / with curl</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #87695</td>
</tr>
<tr>
<td>82067</td>
<td>openQA Project</td>
<td>Unable to use openqa-clone-custom-git-refspec - Returns 403 Not authorized</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #88053</td>
</tr>
<tr>
<td>81884</td>
<td>openQA Infrastructure</td>
<td>openqa-webui should automatically restart on config updates</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81859</td>
<td>openQA Project</td>
<td>openqa-investigate triggers incomplete sets for multi-machine scenarios</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #81206</td>
</tr>
<tr>
<td>81816</td>
<td>openQA Project</td>
<td>OSD deployment failed at 2021-01-06</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-01-06</td>
<td></td>
</tr>
<tr>
<td>81703</td>
<td>openQA Project</td>
<td>The values of 'ISO' and 'HDD' includes absolute path in vars.json</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81492</td>
<td>openQA Project</td>
<td>openQA-in-openQA fails with 'function' object has no attribute 'func_name' and label:non_existing asset, candidate for removal or wrong settings</td>
<td>Resolved</td>
<td>cdywnan</td>
<td>Ready</td>
<td>2021-01-13</td>
<td></td>
</tr>
<tr>
<td>81386</td>
<td>openQA Project</td>
<td>python-openqa_client fails to build on OBS for SLE 15/ 15 SP1</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81232</td>
<td>openQA Infrastructure</td>
<td>salt high state triggers multiple errors</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81228</td>
<td>openQA Infrastructure</td>
<td>many o3 workers not working on jobs as of 2020-12-21 (w4 seems to be ok)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81220</td>
<td>openQA Infrastructure</td>
<td>overdrive2.arch wants to be accepted with salt key on osd, what to do with this machine?</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81206</td>
<td>openQA Project</td>
<td>Trigger 'openqa-investigate' from within openQA when jobs fail on osd</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #81859, Copied from #80830</td>
</tr>
<tr>
<td>81180</td>
<td>openQA Project</td>
<td>fetchneedles fails on uncommitted needles</td>
<td>Resolved</td>
<td>cdywnan</td>
<td>Ready</td>
<td>2021-01-11</td>
<td></td>
</tr>
<tr>
<td>81150</td>
<td>openQA Project</td>
<td>sporadic fail of os-autoinst t/10-virtio_terminal.t</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81118</td>
<td>openQA Project</td>
<td>automatic container tests for os-autoinst</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81116</td>
<td>openQA Project</td>
<td>openqa-webui is failed to start because /var/lib/openqa/db/db.lock owned by vnc user</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-12-23</td>
<td>Related to #81038</td>
</tr>
<tr>
<td>81068</td>
<td>openQA Project</td>
<td>openQA tests fail on OBS Tumbleweed</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2020-12-31</td>
<td>Related to #81038</td>
</tr>
<tr>
<td>81060</td>
<td>openQA Project</td>
<td>Create a helm chart to deploy web UI in kubernetes</td>
<td>Blocked</td>
<td>ilausersuch</td>
<td>Ready</td>
<td>2020-04-16</td>
<td>Related to #80656, Related to #80482, Related to #81020, Related to #8484, Related to #88053</td>
</tr>
<tr>
<td>81058</td>
<td>openQA Infrastructure</td>
<td>[tracker-ticket] Power machines can't find installed OS. Automatic reboots disabled for now</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-16</td>
<td>Related to #75238, Related to #78390</td>
</tr>
<tr>
<td>81046</td>
<td>openQA Infrastructure</td>
<td>openqaworker-arm-2.suse.de unreachable</td>
<td>Resolved</td>
<td>cdywnan</td>
<td>Ready</td>
<td></td>
<td>Related to #81058</td>
</tr>
<tr>
<td>81038</td>
<td>openQA Project</td>
<td>Avoid using Mojolicious::Routes::Route::route which is DEPRECATED in favor of Mojolicious::Routes::Route::any in asset pack</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2020-12-30</td>
<td>Related to #81068</td>
</tr>
<tr>
<td>81026</td>
<td>openQA Infrastructure</td>
<td>many jobs incomplete with auto_review:?(?s)Running on openqaworker-arm-2.*failed: 521 Connect timeout.<em>Result: setup failure</em>.retry</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #81198</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>-------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>---------------</td>
<td>----------------</td>
<td>----------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>81020</td>
<td>openQA Infrastructure</td>
<td>QA-Power8-4-kvm start failed since reboot on 2020-12-13</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #81058</td>
</tr>
<tr>
<td>80986</td>
<td>openQA Project</td>
<td>terminate worker process after executing all currently assigned jobs based on config/env variable</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Blocks #80910</td>
</tr>
<tr>
<td>80962</td>
<td>openQA Project</td>
<td>os-autoinst development container image is still based on 15.1 but repo is switched to 15.2 already</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80956</td>
<td>openQA Infrastructure</td>
<td>update osd VM root disk VM config and resize root disk on osd</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80910</td>
<td>openQA Project</td>
<td>openQA workers read updated configuration, e.g. WORKER_CLASS, whenever they are ready to pick up new jobs</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Blocked by #80986</td>
</tr>
<tr>
<td>80908</td>
<td>openQA Project</td>
<td>[epic] Continuous deployment (package upgrade or config update) without interrupting currently running openQA jobs</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80834</td>
<td>openQA Infrastructure</td>
<td>[alert] osd reported 502 errors, unresponsive, failing alerts for CPU usage since 2020-12-08 0840Z and minion jobs failed</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #44060</td>
</tr>
<tr>
<td>80830</td>
<td>openQA Project</td>
<td>Trigger 'openqa-investigate' from within openQA when jobs fail on o3</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #81206</td>
</tr>
<tr>
<td>80828</td>
<td>openQA Project</td>
<td>[epic] Trigger 'auto-review' and 'openqa-investigate' from within openQA when jobs incomplete or fail on o3+osd</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80826</td>
<td>openQA Project</td>
<td>Trigger 'auto-review' from within openQA when jobs incomplete on osd as well</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #80736</td>
</tr>
<tr>
<td>80808</td>
<td>QA</td>
<td>Extend &quot;auto-review&quot; for failed jobs as well - enable same as on o3 but on osd</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #80806</td>
</tr>
<tr>
<td>80806</td>
<td>QA</td>
<td>Extend &quot;auto-review&quot; for failed jobs as well - Generalize openqa-monitor-investigation-candidates to look at more than just one job group</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #80808</td>
</tr>
<tr>
<td>80800</td>
<td>openQA Project</td>
<td>flaky/unstable t/full-stack.t, Failed test 'test 1 is running', Bailout called. Further testing stopped: URL for os-autoinst cmd srv not available</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-02-24</td>
<td>Copied from #72085</td>
</tr>
<tr>
<td>80770</td>
<td>openQA Infrastructure</td>
<td>&quot;host up&quot; alerts alerting on Sunday around 03:10Z and all going back to ok 30m later, should be prevented</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-01-08</td>
<td></td>
</tr>
<tr>
<td>80768</td>
<td>openQA Infrastructure</td>
<td>All workers in grenache-1 are broken at 2020-12-07</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #78390</td>
</tr>
<tr>
<td>80746</td>
<td>openQA Project</td>
<td>test fails in await_install - openQA hasn't inherit the comments for incomplete job</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #45062</td>
</tr>
<tr>
<td>80736</td>
<td>openQA Project</td>
<td>Trigger 'auto-review' from within openQA when jobs incomplete (or fail) , for testing: auto_review:&quot;tests died: unable to load main.pm, check the log for the cause&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #77944, Copied to #80826</td>
</tr>
<tr>
<td>80734</td>
<td>openQA Infrastructure</td>
<td>GitLab pipeline trigger via Grafana fails due to TLS errors</td>
<td>Blocked</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80688</td>
<td>openQA Infrastructure</td>
<td>Upgrade IO firmware for powerqaworker-qam-1</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #68053</td>
</tr>
<tr>
<td>80682</td>
<td>openQA Project</td>
<td>Automatic tests for our openQA containers - worker only</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Copied from #80520, Copied to #80684</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>------------------</td>
<td>----------------------------------------------</td>
<td>-------------</td>
<td>----------</td>
<td>----------------</td>
<td>------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>80670</td>
<td>openQA Tests</td>
<td>[opensuse][gnuhealth] test fails in gnuhealth_client_preconfigure due to incorrect needle about &quot;host field selected&quot; when it is not selected</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80662</td>
<td>openQA Project</td>
<td>uninitialized value in string eq at .../load_templates line 137</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80656</td>
<td>openQA Infrastructure</td>
<td>OSD deployment failed at 2020-12-02 because 'mailbec.arch.suse.de' is down</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #81058</td>
</tr>
<tr>
<td>80594</td>
<td>openQA Infrastructure</td>
<td>Needles are not pushed from o3 to github repo</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80576</td>
<td>openQA Project</td>
<td>[learning] perl warning in openqa-livehandler &quot;Use of uninitialized value $ret in exit at /usr/share/openqa/script/openqa-livehandler line 31.&quot;, similar for openqa-websockets</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2020-12-16</td>
<td></td>
</tr>
<tr>
<td>80546</td>
<td>openQA Project</td>
<td>[epic] Scale up: Enable to store more results</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-05-25</td>
<td></td>
</tr>
<tr>
<td>80544</td>
<td>openQA Infrastructure</td>
<td>Ensure that IPMI for powerqaworker-qam works reliably</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80542</td>
<td>openQA Infrastructure</td>
<td>Configure &quot;automatic power-on&quot; after power loss for openqaworker1 (and all others)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80538</td>
<td>openQA Infrastructure</td>
<td>flaky and misleading alerts about &quot;openQA minion workers alert&quot; as well as &quot;Minion Jobs alert&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2021-04-14</td>
<td>Related to #89560, Has duplicate #78061</td>
</tr>
<tr>
<td>80492</td>
<td>openQA Project</td>
<td>[easy] API help document says &quot;Deletes …&quot; for routes like &quot;testSuites/:id&quot; PUT and POST and looks inconsistent</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2020-12-12</td>
<td></td>
</tr>
<tr>
<td>80418</td>
<td>QA</td>
<td>[learning] Fix parse errors in &quot;openqa-investigate&quot; &quot;parse error: Invalid numeric literal at line 1, column 10&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80414</td>
<td>QA</td>
<td>[proof-of-concept] Extend &quot;auto-review&quot; for failed jobs as well, start with o3</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80412</td>
<td>openQA Project</td>
<td>tests fail with auto_review: (?s) version is 4.6.1606298538.191b5988. &quot;Can.t locate object method.&quot;code.&quot;via package&quot;:retry</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #80264</td>
</tr>
<tr>
<td>80408</td>
<td>openQA Infrastructure</td>
<td>revert longer timeout override for openQA services as we could not see less problems with corrupted worker cache</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Copied from #80106</td>
</tr>
<tr>
<td>80398</td>
<td>openQA Infrastructure</td>
<td>[openQA] increase storage space for baremetal_support VM on qamaster</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80380</td>
<td>openQA Infrastructure</td>
<td>salt deploy often or always fails in test-webui and deploy due to postgres files not found</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80374</td>
<td>openQA Project</td>
<td>unstable/flaky/sporadic test t/ui/25-developer_mode.t</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Related to #91232</td>
</tr>
<tr>
<td>80372</td>
<td>openQA Project</td>
<td>[epic] Cleanup vars.json as initial information container between openQA worker and isotovideo</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #92314</td>
</tr>
<tr>
<td>80334</td>
<td>openQA Project</td>
<td>job incompletes with auto_review: (?s) terminated prematurely with corrupted state file. &quot;No space left on device&quot;:retry , should automatically retrig</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80298</td>
<td>openQA Project</td>
<td>Fix flaky coverage - lib/OpenQA/WebSockets.pm</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #80274</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>--------------</td>
<td>------------------------------------------------------------------------</td>
<td>------------</td>
<td>----------</td>
<td>----------------</td>
<td>----------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>80274</td>
<td>openQA Project</td>
<td>Fix flaky coverage - t/lib/OpenQA/Test/Utils.pm</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Copied from #80268, Copied to #80298, Copied to #89899</td>
</tr>
<tr>
<td>80268</td>
<td>openQA Project</td>
<td>Fix flaky coverage - t/05-scheduler-full.t</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #80274</td>
</tr>
<tr>
<td>80264</td>
<td>openQA Project</td>
<td>multimachine tests unable to get vars from its pair job</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied to #80412</td>
</tr>
<tr>
<td>80226</td>
<td>openQA Project</td>
<td>job incomplete with autoinst-log.txt ending just in the middle</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80202</td>
<td>openQA Project</td>
<td>jobs incomplete with auto_review:“setup failure: No workers active in the cache service”-retry</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td>2020-12-19</td>
<td>Related to #67000, Copied from #78169</td>
</tr>
<tr>
<td>80178</td>
<td>openQA Infrastructure</td>
<td>gitslab.suse.de CI shared runners are unable to resolve addresses within suse.de domain</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80166</td>
<td>openQA Infrastructure</td>
<td>IPMI SOL does not show me anything anymore during bootup until the linux getty login prompt, can anybody confirm?</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80150</td>
<td>openQA Project</td>
<td>[epic] Scale out openQA: Easier openQA setup</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80142</td>
<td>openQA Project</td>
<td>[saga][epic] Scale out: Redundant/load-balancing deployments of openQA, easy containers, containers on kubernetes</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #80466</td>
</tr>
<tr>
<td>80128</td>
<td>openQA Infrastructure</td>
<td>openqaworker-arm-2 fails to download from openqa</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #73633</td>
</tr>
<tr>
<td>80118</td>
<td>openQA Project</td>
<td>test incompletes with auto_review:“(?s)Failed to download.*Asset was pruned immediately after download”-retry, not effective on osd, or second fix needed</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #71827</td>
</tr>
<tr>
<td>80108</td>
<td>openQA Project</td>
<td>HDD images not available for aarch64 Tumbleweed (cleaned-up too early?)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-12-17</td>
<td></td>
</tr>
<tr>
<td>80106</td>
<td>openQA Infrastructure</td>
<td>corrupted worker cache sqlite: Enlarge systemd service kill timeout temporarily</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Copied from #67000, Copied to #80408</td>
</tr>
<tr>
<td>78438</td>
<td>openQA Infrastructure</td>
<td>openQA webui entry “Assigned worker” shows ip instead of names as formerly - manual cleanup work</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #77014</td>
</tr>
<tr>
<td>78390</td>
<td>openQA Project</td>
<td>Worker is stuck in “broken” state due to unavailable cache service (was: and even continuously fails to (re)connect to some configured web Uls)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #80768, Related to #75238, Related to #81046, Related to #81210, Copied from #78218</td>
</tr>
<tr>
<td>78218</td>
<td>openQA Infrastructure</td>
<td>[openQA][worker] Almost all openQA workers become offline</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #78206, Copied to #78390, Copied to #80482</td>
</tr>
<tr>
<td>78206</td>
<td>openQA Infrastructure</td>
<td>[epic] 2020-11-18 nbg power outage aftermath</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #78218</td>
</tr>
<tr>
<td>78187</td>
<td>QA</td>
<td>Import and enable Testreport data into SMELT</td>
<td>Resolved</td>
<td>VANASTASIADIS</td>
<td>Ready</td>
<td>2020-12-31</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>-----------</td>
<td>----------------</td>
<td>-------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>78169</td>
<td>openQA Project</td>
<td>after osd-deploy 2020-11-18 incompletes with auto_review:&quot;Cache service (status error from API),&quot;error 500: Internal Server Error&quot;:retry</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied from #78165, Copied to #80202, Copied to #80356</td>
</tr>
<tr>
<td>78165</td>
<td>openQA Infrastructure</td>
<td>infrastructure task: After osd deployment 2020-11-18 many jobs incomplete with auto_review:&quot;Cache service (status error from API),&quot;error 500: Internal Server Error&quot;:retry</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #78163, Copied to #78169</td>
</tr>
<tr>
<td>78163</td>
<td>openQA Project</td>
<td>After OSD upgrade, many jobs incomplete with &quot;Cache service status error 500: Internal Server Error&quot;</td>
<td>Closed</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Is duplicate of #67000, Copied to #78165</td>
</tr>
<tr>
<td>78127</td>
<td>openQA Project</td>
<td>follow-up to #73633 - lessons learned and suggestions</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #73633</td>
</tr>
<tr>
<td>78064</td>
<td>openQA Infrastructure</td>
<td>failing logrotate on monitor.qa.suse.de due to mariadb/mysql</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-24</td>
<td></td>
</tr>
<tr>
<td>78058</td>
<td>openQA Infrastructure</td>
<td>[Alerting] Incomplete jobs of last 24h alert - again many incompletes due to corrupted cache, on openqaworker8</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-18</td>
<td>Related to #67000, Related to #75220, Related to #73342, Related to #73321, Copied to #78226</td>
</tr>
<tr>
<td>78052</td>
<td>openQA Project</td>
<td>system stalled and then no output for three seconds, then test shuts down with no explicit message about reason and ends up incomplete</td>
<td>Rejected</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-27</td>
<td></td>
</tr>
<tr>
<td>78043</td>
<td>openQA Project</td>
<td>unstable/flaky/inconsistent statement coverage in t/lib/OpenQA/SeleniumTest</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>78019</td>
<td>openQA Project</td>
<td>[sporadic] os-autoinst t/18-backend-gemu.t timed out in OBS checks after 10s</td>
<td>Rejected</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>78010</td>
<td>openQA Infrastructure</td>
<td>unreliable reboots on openqaworker3, likely due do openqa_nvme_format (was: [alert] PROBLEM Host Alert: openqaworker3.suse.de is DOWN)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2021-04-21</td>
<td>Related to #68050, Related to #71098, Related to #88385, Related to #88191</td>
</tr>
<tr>
<td>77944</td>
<td>QA</td>
<td>Run &quot;auto-review&quot; more often but alarm less</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #76912, Copied from #77899, Copied to #80736</td>
</tr>
<tr>
<td>77929</td>
<td>openQA Project</td>
<td>UI build bar alignment broken on index page</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77905</td>
<td>openQA Project</td>
<td>CI pipeline proof-of-concept running isotovideo</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77899</td>
<td>QA</td>
<td>[epic] Extend &quot;auto-review&quot; for failed jobs as well</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #77944</td>
</tr>
<tr>
<td>77890</td>
<td>openQA Infrastructure</td>
<td>[easy] Extend OSD storage space for &quot;results&quot; to make bug investigation and failure archeology easier</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77887</td>
<td>openQA Infrastructure</td>
<td>[tools][openqa] Enable automatic openQA investigation jobs for osd as well</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77842</td>
<td>openQA Infrastructure</td>
<td>Use external videoencoder in production on all o3 machines</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Copied from #77839, Copied to #77845</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>----------------</td>
<td>---------------------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------------</td>
<td>----------</td>
<td>-----------------------------------------</td>
</tr>
<tr>
<td>77839</td>
<td>openQA Infrastructure</td>
<td>Use external videoencoder in production on one o3 worker</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #77842</td>
</tr>
<tr>
<td>77836</td>
<td>openQA Infrastructure</td>
<td>login to aarch64.o.o fails with ssh keys and password, also not working over IPMI SoL</td>
<td>Resolved</td>
<td>nickssinger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77827</td>
<td>openQA Infrastructure</td>
<td>asg-qe.maintenance reported problems about too aggressive asset cleanup - bumping some settings</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77728</td>
<td>openQA Project</td>
<td>Test incompletes with auto_review:<code>(?s)Error in .*isotovideo: backen.* corrupted size vs. prev_size</code>:retry</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #52451</td>
</tr>
<tr>
<td>77320</td>
<td>openQA Project</td>
<td>why does this show leap 15.1? <a href="https://build.opensuse.org/package/view_file/devel/openQA/os-autoinst_dev/_service:download_url">https://build.opensuse.org/package/view_file/devel/openQA/os-autoinst_dev/_service:download_url</a>: Dockerfile?expand=1u</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #67834, Related to #43712</td>
</tr>
<tr>
<td>77317</td>
<td>openQA Infrastructure</td>
<td>chat bot to conduct daily checks, alerts, reminders, etc.</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Related to #81106</td>
</tr>
<tr>
<td>77218</td>
<td>openQA Infrastructure</td>
<td>gitlab CI pipeline openqa/grafana-webhook-actions failed with &quot;You have reached your pull rate limit&quot; for docker hub but should not use docker hub at all</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77215</td>
<td>openQA Project</td>
<td>In jobs API data reference a parent job group name as well</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td>2020-11-13</td>
<td>Related to #77956</td>
</tr>
<tr>
<td>77209</td>
<td>openQA Infrastructure</td>
<td>workers on o3 machine rebel provide no &quot;WORKER_HOSTNAME&quot; value anymore but it shows up in journal of worker service</td>
<td>Resolved</td>
<td>SLindoMansilla</td>
<td>Ready</td>
<td></td>
<td>Related to #77014, Related to #69328, Blocks #77116</td>
</tr>
<tr>
<td>77191</td>
<td>openQA Infrastructure</td>
<td>[easy][learning] ** PROBLEM Service Alert: openqaworker12.suse.de/Interface br1 is CRITICAL **</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77101</td>
<td>openQA Infrastructure</td>
<td>fix selection of gitlab CI runners</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #76774</td>
</tr>
<tr>
<td>77089</td>
<td>openQA Infrastructure</td>
<td>[osd][retrospective] multiple unattended alerts, unattended gitlab CI pipeline fails, all osd aarch64 workers offline</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77032</td>
<td>openQA Project</td>
<td>Improve t/25-cache.t runtime</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77017</td>
<td>openQA Infrastructure</td>
<td>Add &quot;how to do rollback of deployment&quot; to <a href="https://gitlab.suse.de/openqa/osd-deployment/">https://gitlab.suse.de/openqa/osd-deployment/</a></td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77008</td>
<td>openQA Project</td>
<td>Conduct openQA-in-openQA test on the latest &quot;published&quot; TW snapshot</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>76990</td>
<td>openQA Project</td>
<td>Improve documentation for redundant/load-balancing webui deployments of openQA</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Blocked by #88187, Copied from #69355</td>
</tr>
<tr>
<td>76987</td>
<td>openQA Infrastructure</td>
<td>re-encode some videos from existing results to save space</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #68923</td>
</tr>
<tr>
<td>76984</td>
<td>openQA Project</td>
<td>[epic] Automatically remove assets+results based on available free space</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #64881, Related to #68053, Related to #91782, Copied from #76822</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>---------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>---------</td>
<td>----------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>76978</td>
<td>openQA Project</td>
<td>How to run an openQA test in 5 minutes</td>
<td>Blocked</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Related to #89752, Related to #89755, Related to #92833, Blocked by #89719, Blocked by #88451, Blocked by #92893</td>
</tr>
<tr>
<td>76924</td>
<td>openQA Infrastructure</td>
<td>Upgrade postgresql database version on o3 to default of Leap 15.2, i.e. postgres12</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Copied to #76927</td>
</tr>
<tr>
<td>76912</td>
<td>openQA Project</td>
<td>OpenQA::Script::Client throws perl warning &quot;Wide character in print&quot;, should not be there</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-12-09</td>
<td>Related to #77944</td>
</tr>
<tr>
<td>76903</td>
<td>openQA Infrastructure</td>
<td>openQA test modules failure statistics collection</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-12-03</td>
<td>Copied to #78222</td>
</tr>
<tr>
<td>76900</td>
<td>openQA Project</td>
<td>unstable/flaky/sporadic t/full-stack.t test failing in CircleCI &quot;worker did not propagate URL for os-autoinst cmd srv within 1 minute&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #59043, Is duplicate of #75370</td>
</tr>
<tr>
<td>76876</td>
<td>openQA Infrastructure</td>
<td>Find a better (automated) way to inform infra about hanging (arm) workers</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td>Related to #92176</td>
</tr>
<tr>
<td>76828</td>
<td>openQA Infrastructure</td>
<td>big job queue for ppc as powerqaworker-qam-1.qa and malbec.arch and qa-power8-5-kvm were not active</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #73633</td>
</tr>
<tr>
<td>76822</td>
<td>openQA Infrastructure</td>
<td>Fix /results over-usage on osd (was: sudden increase in job group results for SLE 15 SP2 Incidents)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-13</td>
<td>Copied to #76984</td>
</tr>
<tr>
<td>76804</td>
<td>openQA Infrastructure</td>
<td>openqaworker-arm-2 was detected as offline but no grafana webhook action was triggered</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>76786</td>
<td>openQA Infrastructure</td>
<td>Configure static hostnames with salt for all salt nodes</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #76783, Copied from #75445</td>
</tr>
<tr>
<td>76783</td>
<td>openQA Infrastructure</td>
<td>research how hostnames with systemd work and make them static for all OSD related machines</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #76786, Related to #75445</td>
</tr>
<tr>
<td>76774</td>
<td>openQA Infrastructure</td>
<td>auto-review/openqa-label-known-issues does not conclude within GitLab CI</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #77101</td>
</tr>
<tr>
<td>76741</td>
<td>openQA Project</td>
<td>help popup next to &quot;Submit comment&quot; does not work anymore</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75454</td>
<td>openQA Project</td>
<td>sometimes clone job is incomplete because of api failure</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #76765</td>
</tr>
<tr>
<td>75448</td>
<td>openQA Infrastructure</td>
<td>OSD deployment fails because openqaworker-arm-3.suse.de is not connected</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75445</td>
<td>openQA Infrastructure</td>
<td>unknown dashboards for &quot;linux-fwcx&quot; and &quot;localhost&quot; reappearing on monitor.qa</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #76783, Copied to #76786</td>
</tr>
<tr>
<td>75403</td>
<td>openQA Infrastructure</td>
<td>salt &quot;cheat sheet&quot; for common commands to change/fix osd infrastructure</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75400</td>
<td>openQA Infrastructure</td>
<td>[epic] Improve documentation about how to manage infrastructure</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>----</td>
<td>--------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------------</td>
<td>------------</td>
<td>----------------</td>
</tr>
<tr>
<td>75373</td>
<td>openQA Tests</td>
<td>Reserve repo links of SLE-15-SP2-Online-s390x-GM-Media1 and SLE-15-SP2-Online-x86_64-Build209.2-Media1</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #75322</td>
</tr>
<tr>
<td>75370</td>
<td>openQA Project</td>
<td>unstable/flaky/sporadic t/full-stack.t failing on master (circleCI) &quot;worker did not propagate URL for os-autoinst cmd srv within 1 minute&quot;</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td>2020-11-20</td>
<td>Related to #75346, Has duplicate #76900</td>
</tr>
<tr>
<td>75346</td>
<td>openQA Project</td>
<td>t/api/08-jobtemplates.t started failing in OBS checks</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td>Related to #75370</td>
</tr>
<tr>
<td>75277</td>
<td>openQA infrastructure</td>
<td>enable &quot;postfix&quot; service again after #73633 resolved</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #75016</td>
</tr>
<tr>
<td>75274</td>
<td>openQA Infrastructure</td>
<td>[osd-admins][alert][learning] Failed systemd services alert (workers): os-autoinst-openvswitch.service aborts retries after 60s and is not easily configurable</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td>2020-12-04</td>
<td>Copied from #75016</td>
</tr>
<tr>
<td>75265</td>
<td>openQA Project</td>
<td>sporadic errors in test suite of perl-Mojo-IOLoop-ReadWriteProcess</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75259</td>
<td>openQA Infrastructure</td>
<td>100% of powerpc tests incomplete auto_review;&quot;(?'s)Running on power8.*qemu-system-ppc64: Requested safe cache capability level not supported by kvm&quot;;retry</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #73189, Copied to #76951</td>
</tr>
<tr>
<td>75256</td>
<td>openQA Project</td>
<td>Try out AV1 video codec as potential new default</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #68923</td>
</tr>
<tr>
<td>75244</td>
<td>openQA infrastructure</td>
<td>Upgrade osd webUI host to openSUSE Leap 15.2</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td>Copied from #75241</td>
</tr>
<tr>
<td>75241</td>
<td>openQA Infrastructure</td>
<td>Upgrade o3 webUI host to openSUSE Leap 15.2</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied to #75244</td>
</tr>
<tr>
<td>75238</td>
<td>openQA Infrastructure</td>
<td>Upgrade osd workers and openqa-monitor to openSUSE Leap 15.2</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td>Related to #78390, Related to #81046, Related to #68053, Related to #75016</td>
</tr>
<tr>
<td>75235</td>
<td>openQA Infrastructure</td>
<td>container image devel:openQA:ci/base is unresolvable with &quot;nothing provides this-is-only-for-build-envs needed by cmake-mini&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #69154</td>
</tr>
<tr>
<td>75232</td>
<td>openQA Project</td>
<td>error message when worker has no network (yet): Unable to serialize fatal error: Can't open file &quot;base_state.json&quot;: Permission denied at /usr/lib/os-autoinst/bmwqemu.pm line 86.&quot;</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75220</td>
<td>openQA Infrastructure</td>
<td>all jobs run on openqaworker8 incomplete: &quot;Cache service status error from API; Minion job .&quot;failed: .&quot;(database disk image is malformed(not a database)&quot;;retry</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #78058, Copied from #73342</td>
</tr>
<tr>
<td>75214</td>
<td>openQA Project</td>
<td>openqa-review fails to post reminder comments on bugzilla, errors in log &quot;Encountered error trying to post a reminder comment on issue&quot;</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td>2021-03-12</td>
<td>Copied to #89536</td>
</tr>
<tr>
<td>75073</td>
<td>openQA Project</td>
<td>finalize_job_results minion task fails because 'Job xxx does not exist.'</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #77704</td>
</tr>
<tr>
<td>75067</td>
<td>openQA Infrastructure</td>
<td>save_needle minion task fails because &quot;Your account has been blocked&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #35290, Related to #42920, Related to #67213, Related to #89047</td>
</tr>
<tr>
<td>75055</td>
<td>openQA Infrastructure</td>
<td>grenache-1 can't connect to webui's over IPv4 only</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #73633, Related to #75031</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>------</td>
<td>-----------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------</td>
<td>-----------</td>
<td>----------------</td>
<td>----------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>75016</td>
<td>openQA Infrastructure</td>
<td>[osd-admin][alert] Failed systemd services alert (workers): os-autoinst-opensvswitch.service (and var-lib-openqa-share.mount) on openqaworker-arm-2 and others</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #73633, Related to #75238, Related to #89551, Copied to #75274, Copied to #75277</td>
</tr>
<tr>
<td>73633</td>
<td>openQA Infrastructure</td>
<td>OSD partially unresponsive, triggering 500 responses, spotty response visible in monitoring panels but no alert triggered (yet)</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td>2020-11-17</td>
<td>Related to #75016, Related to #75055, Related to #76828, Related to #68995, Related to #80128, Has duplicate #77995, Copied to #78127</td>
</tr>
<tr>
<td>73567</td>
<td>openQA Project</td>
<td>openQA tour does not reliably save its state</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #58304</td>
</tr>
<tr>
<td>73501</td>
<td>openQA Infrastructure</td>
<td>Bind mounts of fixed assets is racy</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-08</td>
<td>Related to #64941</td>
</tr>
<tr>
<td>73486</td>
<td>openQA Project</td>
<td>Package devel::openQA::Leap:15.2/perl-DBD-Pg failed to build in openSUSE_Leap_15.2/ppc64le</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>73483</td>
<td>openQA Infrastructure</td>
<td>ipmitool from openSUSE Leap 15.2 and TW to our openQA workers fails with &quot;no matching cipher suite&quot;, works on login.suse.de (SLES15SP1)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-30</td>
<td>Related to #73234</td>
</tr>
<tr>
<td>73468</td>
<td>QA</td>
<td>SUSE QA tools team ticket process helpers: Set due date on tickets in redmine based on SLOs</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Copied to #90441</td>
</tr>
<tr>
<td>73450</td>
<td>openQA Project</td>
<td>POC: Create openQA worker container image (feature)</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Related to #73447, Related to #43706, Related to #43715</td>
</tr>
<tr>
<td>73447</td>
<td>openQA Project</td>
<td>POC: Create openQA Web Application container image (feature)</td>
<td>Resolved</td>
<td>ilausuch</td>
<td>Ready</td>
<td></td>
<td>Related to #73450, Related to #43706, Related to #43712</td>
</tr>
<tr>
<td>73405</td>
<td>openQA Infrastructure</td>
<td>job incompletes with &quot;(?s)openqaworker8.\terminated prematurely.\OpenCV Error: Insufficient memory&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #73246</td>
</tr>
<tr>
<td>73399</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] Failed systemd services alert (workers) - many alert messages</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>73396</td>
<td>openQA Project</td>
<td>job incompletes with auto_review:&quot;setup failure: Failed to rsync tests: exit code 23&quot;:retry</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td>Related to #69553, Related to #73375</td>
</tr>
<tr>
<td>73387</td>
<td>openQA Infrastructure</td>
<td>Cleanup of old needles from os-autoinst-needles-opensuse and os-autoinst-needles-sle</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #73345</td>
</tr>
<tr>
<td>73366</td>
<td>openQA Project</td>
<td>auto-review: Improve output</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>73360</td>
<td>openQA Infrastructure</td>
<td>merging MRs in openqa/salt-states-openqa does not trigger pipeline in master</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>73348</td>
<td>openQA Infrastructure</td>
<td>The worker openqaworker-arm-2.suse.de is down, so the OSD deployment fails</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td>2020-10-20</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------------</td>
<td>----------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>73342</td>
<td>openQA Infrastructure</td>
<td>all jobs run on openqaworker8 incomplete: &quot;Cache service status error from API: Minion job #46203 failed: database disk image is malformed&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-16</td>
<td>Related to #67000, Related to #78058, Copied from #73321, Copied to #75220</td>
</tr>
<tr>
<td>73339</td>
<td>openQA Project</td>
<td>auto_review:&quot;setup failure: Cache service status error from API: Minion job. Can't use an undefined value as a HASH reference at.&quot;</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td>Related to #67000</td>
</tr>
<tr>
<td>73333</td>
<td>openQA Infrastructure</td>
<td>Failed systemd services alert (workers) flaky</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-22</td>
<td></td>
</tr>
<tr>
<td>73321</td>
<td>openQA Project</td>
<td>all jobs run on openqaworker8 incomplete: Couldn't add download: DBD::SQLite::st execute failed: database disk image is malformed&quot;</td>
<td>Rejected</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #67000, Related to #78058, Copied to #73342</td>
</tr>
<tr>
<td>73285</td>
<td>openQA Project</td>
<td>test incompletes with auto_review: &quot;Download of.*processed.*Failed to download&quot; retry , not helpful details about reason of error</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #71827, Copied from #69448</td>
</tr>
<tr>
<td>73246</td>
<td>openQA Infrastructure</td>
<td>[osd-admins][alert] openqaworker8: Memory usage alert</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-23</td>
<td>Related to #73405</td>
</tr>
<tr>
<td>73234</td>
<td>openQA Infrastructure</td>
<td>ipmi management interface of openqaworker7 is inaccessible (&quot;no matching cipher suite&quot;) and not pingable</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #73483</td>
</tr>
<tr>
<td>73231</td>
<td>openQA Project</td>
<td>[microos]job incompletes with auto_review:&quot;backend died: Virtio terminal and svirt serial terminal do not support send_key. Use&quot;</td>
<td>Resolved</td>
<td>ggardet_arm</td>
<td>Ready</td>
<td></td>
<td>Copied to #75388</td>
</tr>
<tr>
<td>73189</td>
<td>openQA Infrastructure</td>
<td>Upgrade o3 workers to openSUSE Leap 15.2 after openqa-aarch64 already done</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td>Related to #75259, Copied from #72079</td>
</tr>
<tr>
<td>73183</td>
<td>openQA Infrastructure</td>
<td>Extend vdc (/assets)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-30</td>
<td>Related to #73165</td>
</tr>
<tr>
<td>73174</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] Job age (scheduled) (median) alert</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>73165</td>
<td>openQA Infrastructure</td>
<td>[osd] Consolidate &quot;expensive+fast&quot; and &quot;cheap+slow&quot; storage after realizing vdc is &quot;cheap+slow&quot; as well</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #70834, Related to #73183, Copied from #71575</td>
</tr>
<tr>
<td>73162</td>
<td>openQA Project</td>
<td>t/01-test-utilities.t fails in &quot;test would have failed&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-25</td>
<td></td>
</tr>
<tr>
<td>73156</td>
<td>openQA Project</td>
<td>test not failing but error showing up t/25-downloader.t: &quot;Cannot determine file type for '/tmp/DptzoOZyj/t/test&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied from #73126</td>
</tr>
<tr>
<td>73126</td>
<td>openQA Project</td>
<td>No tests show unhandled output in main test summary log</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied to #73156</td>
</tr>
<tr>
<td>73123</td>
<td>openQA Project</td>
<td>t/14-grutasks.t shows errors but still succeeds</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72319</td>
<td>openQA Project</td>
<td>unstable test: t/ui/15-comments.t.&quot;got: 'Demo wrote less than a minute ago (last edited less than a minute ago)'&quot; expected: 'Demo wrote less than a minute ago' (2nd try)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-14</td>
<td>Copied from #53771</td>
</tr>
<tr>
<td>72316</td>
<td>openQA Project</td>
<td>[tests][ci] circeci can fail in <code>zypper ref</code> due to temporary repository problems</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #67855</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>----</td>
<td>------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-----------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>72292</td>
<td>openQA Project</td>
<td>openqa-review fails to reference bugs from soft-fail references</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72289</td>
<td>openQA Project</td>
<td>web-ui - test display is incomplete</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72238</td>
<td>openQA Project</td>
<td>websocket connection retry on flaky connections (was: SLE15-SP2 on AWS M6g (aarch64) machine fails to run a worker properly due to lots of Websocket connections lose)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72196</td>
<td>openQA Project</td>
<td>t/24-worker-jobs.t fails in OBS</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td>Related to #72139, Related to #69160</td>
</tr>
<tr>
<td>72139</td>
<td>openQA Infrastructure</td>
<td>openQA services on OSD failed to connect to database</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-20</td>
<td>Related to #72196</td>
</tr>
<tr>
<td>72136</td>
<td>openQA Infrastructure</td>
<td>[osd-admins] [Alerting] Workers alert during osd deployment, then &quot;ok&quot; after 1 minute, should not alert</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>72127</td>
<td>openQA Project</td>
<td>check and/or reduce runtime of t/44-scripts.t</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #72130, Copied to #72199</td>
</tr>
<tr>
<td>72082</td>
<td>openQA Project</td>
<td>Reduce test runtime, e.g. less reliance on test fixtures or test database instances</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #90371, Copied from #71500</td>
</tr>
<tr>
<td>72055</td>
<td>openQA Project</td>
<td>download_asset tasks are not reliable</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71962</td>
<td>openQA Infrastructure</td>
<td>[osd-admins] openqaworker-arm-1: MergePoint email alert &quot; Voltage sensor, warning event was asserted&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-30</td>
<td></td>
</tr>
<tr>
<td>71908</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] CPU usage alert (High IO wait on OSD)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71893</td>
<td>openQA Infrastructure</td>
<td>can not reach openqaworker-arm-2-ipmi.suse.de DNS anymore from a gitlab CI pipeline</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71857</td>
<td>openQA Project</td>
<td>flaky/unstable/sporadic test coverage from t/34-developer_mode-unit.t</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71845</td>
<td>openQA Project</td>
<td>tests fail in ciorecli with &quot;Non-zero wait status: &lt;non-negative number&gt;&quot; but &quot;All &lt;X&gt; subtests passed&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #71464</td>
</tr>
<tr>
<td>71827</td>
<td>openQA Project</td>
<td>test incompletes with auto_review: &quot;(7)f)Failed to download.&quot;Asset was pruned immediately after download&quot;:retry because worker cache prunes the asset it just downloaded</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #73285, Copied from #69451, Copied to #80118</td>
</tr>
<tr>
<td>71758</td>
<td>openQA Project</td>
<td>[spike][timeboxed:20h] complete test definition from a yaml schedule file in local test distribution folder</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td>Copied to #92311</td>
</tr>
<tr>
<td>71644</td>
<td>openQA Project</td>
<td>job stuck in &quot;uploading&quot;, can not be cancelled, after what should have incompleted early</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71635</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] QA-Power8-4-kvm: CPU Usage alert - alert needs to be refined</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71575</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] limited /assets - idea: ask EngInfra for slow+cheap storage from central server for /assets/fixed only</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #69667, Copied from #70885, Copied to #73165</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>-----------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------------</td>
<td>----------</td>
<td>-------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>71554</td>
<td>openQA Project</td>
<td>unstable/flaky/sporadic t/full-stack.t test failing in script waits on CircleCI</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td>Related to #37638, Related to #59043, Copied from #71551</td>
</tr>
<tr>
<td>71551</td>
<td>openQA Project</td>
<td>unstable/flaky/sporadic t/04-scheduler.t test failing</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #71554</td>
</tr>
<tr>
<td>71536</td>
<td>openQA Project</td>
<td>Unhandled perl warnings in t/ui/15-admin-workers.t, not failing tests as expected (possibly other test modules as well)</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71500</td>
<td>openQA Project</td>
<td>Potential optimization by skipping deployment checks in our tests (all except explicit deployment check tests)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #72082</td>
</tr>
<tr>
<td>71476</td>
<td>openQA Project</td>
<td>Migrate from AssetPack to Webpack</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71467</td>
<td>openQA Project</td>
<td>add specific timeout values to all applicable openQA tests in t/</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #66664</td>
</tr>
<tr>
<td>71464</td>
<td>openQA Project</td>
<td>Show output of failed tests within circleci log view, like on local prove calls, not only &quot;Tests&quot; tab</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #66664, Related to #71926, Related to #71845</td>
</tr>
<tr>
<td>71449</td>
<td>openQA Project</td>
<td>25-cache-service.t fails repeatedly but circleCI receives the status as &quot;success&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied to #71863</td>
</tr>
<tr>
<td>71386</td>
<td>openQA Project</td>
<td>Stale job detection fails with &quot;Can't locate object method &quot;gru&quot; via package &quot;OpenQA::Scheduler&quot; at /usr/share/openqa/script/../../lib/OpenQA/Schema/Result/Job.pm&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71368</td>
<td>openQA Project</td>
<td>25-cache-service.t fails after passing all tests</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71332</td>
<td>openQA Infrastructure</td>
<td>[alert] failed systemd service on openqaworker6: &quot;display-manager&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-09-17</td>
<td></td>
</tr>
<tr>
<td>71323</td>
<td>openQA Project</td>
<td>outdated references to &quot;coveralls&quot; in os-autoinst</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71251</td>
<td>openQA Project</td>
<td>Forbid duplicate mapping keys in Job Templates YAML files</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71236</td>
<td>openQA Project</td>
<td>job incompletes with auto_review:&quot;backend died: Error connecting to VNC server <a href="">openqaw5-xen.qa.suse.de:5901</a>: IO::Socket::INET: connect: Connection refused&quot;</td>
<td>Rejected</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #34348, Related to #25624, Related to #16658, Related to #75019, Related to #73525, Is duplicate of #75364</td>
</tr>
<tr>
<td>71224</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] NTP offset alert</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71191</td>
<td>openQA Infrastructure</td>
<td>inform EngInfra automatically if the IPMI interfaces are not accessible</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #69610</td>
</tr>
<tr>
<td>71185</td>
<td>openQA Project</td>
<td>job incompletes with auto_review:&quot;setup failure: Cache service status error: Premature connection close&quot;;retry and does not retry, should we just automatically retry the connection?</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71182</td>
<td>openQA Infrastructure</td>
<td>OBS package os-autoinst blocked since multiple days on &quot;blocked: downloading 6 dod packages&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71176</td>
<td>openQA Project</td>
<td>Fail to show job details on OSD when using Firefox</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------</td>
<td>---------------</td>
<td>-------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>71137</td>
<td>openQA Project</td>
<td>osd deployment fails due to python-openqa_client failing in OBS</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71110</td>
<td>openQA Project</td>
<td>Reduce waiting time in case of os-autoinst shutdown</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied from #68938</td>
</tr>
<tr>
<td>71098</td>
<td>openQA Infrastructure</td>
<td>openqaworker3 down but no alert was raised</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #78010</td>
</tr>
<tr>
<td>71095</td>
<td>openQA Project</td>
<td>[ci][os-autoinst] unable to read files in codecov reports, probably due to &quot;opt&quot; prefix</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71011</td>
<td>openQA Infrastructure</td>
<td>[alert] workers alert</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-09-15</td>
<td></td>
</tr>
<tr>
<td>70978</td>
<td>openQA Infrastructure</td>
<td>automatic reboots on o3 to activate new kernel versions</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #70939</td>
</tr>
<tr>
<td>70975</td>
<td>openQA Infrastructure</td>
<td>[alert] too many failed minion jobs</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #70972, Related to #70768</td>
</tr>
<tr>
<td>70972</td>
<td>openQA Project</td>
<td>failed minion jobs with &quot;&quot;malformed JSON string, neither tag, array, object, number, string or atom, at character offset 0 (before '/(end of string)&quot;') at /usr/lib/perl5/vendor_perl/5.26.1/Mojo/JSON.pm line 31:1:n,&quot;&quot;</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #70975</td>
</tr>
<tr>
<td>70969</td>
<td>openQA Infrastructure</td>
<td>openqaworker-arm-2 stuck in system management menu after reboot</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #69727</td>
</tr>
<tr>
<td>70966</td>
<td>openQA Infrastructure</td>
<td>ipmi management interface of openqaworker-arm-3 is inaccessible</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #69727, Copied from #69610</td>
</tr>
<tr>
<td>70939</td>
<td>openQA Infrastructure</td>
<td>[alert] ** PROBLEM Service Alert: ariel-opensuse.suse.de/root partition is WARNING **</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #59933, Related to #70978</td>
</tr>
<tr>
<td>70918</td>
<td>openQA Infrastructure</td>
<td>gitlab pillar merge requests try to execute CI tests and fail because tests from states are not compatible</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70909</td>
<td>openQA Infrastructure</td>
<td>salt CI jobs fail due to (now) missing python3 package</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70885</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] flaky file system alert: /assets</td>
<td>Workable</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Copied to #71575</td>
</tr>
<tr>
<td>70873</td>
<td>openQA Project</td>
<td>Test fails because auto_review:&quot;Encoder not accepting data&quot;:retry, video is missing</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-14</td>
<td>Related to #67342, Related to #68923, Copied to #81002</td>
</tr>
<tr>
<td>70843</td>
<td>openQA Infrastructure</td>
<td>OSD automatic deployment failed in Sept, 02, 2020</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70834</td>
<td>openQA Infrastructure</td>
<td>[alert] Refine I/O time alerts for OSD</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #69667, Related to #73165</td>
</tr>
<tr>
<td>70792</td>
<td>openQA Project</td>
<td>Optional link to fixed timestamp for tests overview</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied to #70795</td>
</tr>
<tr>
<td>70768</td>
<td>openQA Infrastructure</td>
<td>obs_rsync_run and obs_rsync_update_builds_text Minion tasks fail frequently</td>
<td>Resolved</td>
<td>Xiaojing.liu</td>
<td>Ready</td>
<td></td>
<td>Related to #70975</td>
</tr>
<tr>
<td>70723</td>
<td>openQA Project</td>
<td>Fix tests not to rely on <code>/var/lib/openqa/share</code> mountpoint</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #69475</td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>--------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>------------</td>
<td>----------------</td>
<td>----------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>70720</td>
<td>openQA Project</td>
<td>Unable to restart a child from START_DIRECTLY_AFTER_TEST chain if another child has been restarted already</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #70618, Related to #69979</td>
</tr>
<tr>
<td>70687</td>
<td>openQA Project</td>
<td>Download gru is attached to all scheduled jobs when doing 'isos post'</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td>Related to #62159, Related to #72142</td>
</tr>
<tr>
<td>70654</td>
<td>openQA Project</td>
<td>Create git-subrepo for tools/update-deps</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td>Related to #70384, Related to #43619</td>
</tr>
<tr>
<td>70648</td>
<td>openQA Project</td>
<td>Show serial tests in a more feasible way</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70384</td>
<td>openQA Project</td>
<td>Align tools/tidy scripts</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td>Related to #70654</td>
</tr>
<tr>
<td>70252</td>
<td>openQA Project</td>
<td>Dependency problem: Parent shown as passed instead of failed</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70189</td>
<td>openQA Project</td>
<td>openQA-common package broken on Tumbleweed</td>
<td>Rejected</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70120</td>
<td>openQA Project</td>
<td>os-autoinst: failed 18-qemu.t, prevents submission to Factory</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69997</td>
<td>openQA Project</td>
<td>Streamline &quot;restart&quot; and &quot;duplicate&quot; routes of the REST-API</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #69871</td>
</tr>
<tr>
<td>69946</td>
<td>openQA Project</td>
<td>[tools] when needle does not exist, test is paused until MAX_JOB_TIME</td>
<td>Rejected</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69820</td>
<td>openQA Project</td>
<td>os-autoinst: unstable/flaky/sporadic test 28-signalblocker.t</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69784</td>
<td>openQA Project</td>
<td>Workers not considered offline after ungraceful disconnect; stale job detection has no effect in that case</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Copied from #64514</td>
</tr>
<tr>
<td>69727</td>
<td>openQA Infrastructure</td>
<td>reduce heat in NUE-SRV2</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-09-04</td>
<td>Related to #70966, Copied to #70969</td>
</tr>
<tr>
<td>69721</td>
<td>openQA Infrastructure</td>
<td>autoinst.qa is pingable and resolves to snipe.qa.suse.de, a VM, whereas there is a physical machine as well</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69694</td>
<td>openQA Infrastructure</td>
<td>openqa-worker systemd services running in osd which should not be enabled at all and have no tap-device configured auto_review:&quot;backend died:&quot;*tap.*is not connected to bridge.&quot;br1&quot;:retry</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-09-01</td>
<td>Related to #66376, Related to #65118</td>
</tr>
<tr>
<td>69667</td>
<td>openQA Infrastructure</td>
<td>missing monitoring data for vde after partitions where reordered</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #70834, Related to #71575</td>
</tr>
<tr>
<td>69664</td>
<td>openQA Infrastructure</td>
<td>[osd][alert] CPU usage alert: IOwait too high</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-09-11</td>
<td></td>
</tr>
<tr>
<td>69637</td>
<td>openQA Project</td>
<td>Faster localhost uploads from worker to webui</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69613</td>
<td>openQA Infrastructure</td>
<td>osd-pre-deployment checks fail due to invalid certificates for stats.openqa-monitor.qa.suse.de</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69610</td>
<td>openQA Infrastructure</td>
<td>ipmi management interface of openqaworker-arm-3 is inaccessible</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Copied from #69034, Copied to #70966, Copied to #71191</td>
</tr>
<tr>
<td>69577</td>
<td>openQA Infrastructure</td>
<td>Handle installation of the new &quot;Storage Server&quot;</td>
<td>Resolved</td>
<td>nicksinger</td>
<td>Ready</td>
<td></td>
<td>Related to #44078, Related to #66709, Copied to #88546, Copied to #90629</td>
</tr>
</tbody>
</table>

2021-05-23
<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>69553</td>
<td>openQA Project</td>
<td>job incompletes with &quot;Failed to rsync tests: exit code 10&quot;:retry, improve user feedback</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td>Related to #46658, Related to #73396</td>
</tr>
<tr>
<td>69523</td>
<td>openQA Infrastructure</td>
<td>lessons learned: osd did not come up after reboot 2020-08-02</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69490</td>
<td>openQA Project</td>
<td>openqa webui sometimes displays the test suite instead of the needles in the needles drop down</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69484</td>
<td>openQA Project</td>
<td>perl warning in os-autoinst t/99-full-stack.t &quot;Subroutine OpenQA::Isotovideo::Utils::diag redefined at …os-autoinst/t/data/tests/main.pm line 19.&quot; not caught</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69478</td>
<td>openQA Infrastructure</td>
<td>[epic] Upgrade o3+osd workers+webui to openSUSE Leap 15.2</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #70723, Related to #64941, Is duplicate of #64941</td>
</tr>
<tr>
<td>69475</td>
<td>openQA Infrastructure</td>
<td>[tools] openQA child task fails to download asset created by parent job</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69460</td>
<td>openQA Project</td>
<td>Video not available anymore from WebUI for some tests</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69451</td>
<td>openQA Project</td>
<td>[epic] test incompletes with &quot;(?s)Download:&quot;successful:&quot;Failed to download&quot;:retry, not helpful details</td>
<td>New</td>
<td></td>
<td>Ready</td>
<td></td>
<td>Copied from #69448, Copied to #71827</td>
</tr>
<tr>
<td>69439</td>
<td>openQA Project</td>
<td>not possible to delete expiration for api keys anymore over UI</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69432</td>
<td>openQA Tests</td>
<td>test fails with no module details after boot_ltp, broken run-time scheduling?</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #52673</td>
</tr>
<tr>
<td>69355</td>
<td>openQA Project</td>
<td>[spike] redundant/load-balancing webui deployments of openQA</td>
<td>Resolved</td>
<td>ilaushuch</td>
<td>Ready</td>
<td></td>
<td>Related to #65154, Related to #55262, Related to #43715, Related to #43712, Related to #41600, Copied to #76990</td>
</tr>
<tr>
<td>69346</td>
<td>openQA Project</td>
<td>flaky/unstable os-autoinst test &quot;22-svirt.t&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69343</td>
<td>openQA Project</td>
<td>all jobs on o3 incomplete with auto_review:&quot;Can.t locate object method.&quot;pid.&quot;&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69328</td>
<td>openQA Tests</td>
<td>(o3)is390x] Early fail on s390x workers: connection refused</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-13</td>
<td>Related to #77116, Related to #77209</td>
</tr>
<tr>
<td>69322</td>
<td>QA</td>
<td>Automatic check for SUSE QA tools WIP-Limit based on tickets</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69313</td>
<td>openQA Project</td>
<td>When using reffspec for ppc for a particular job, PRODUCTIONDIR is set wrong</td>
<td>Resolved</td>
<td>Xiaojing_liu</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69310</td>
<td>QA</td>
<td>[epic] SUSE QA tools team ticket process helpers</td>
<td>New</td>
<td></td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69202</td>
<td>openQA Infrastructure</td>
<td>icinga alert &quot;openqaworker3.suse.de/Number of threads&quot;</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69160</td>
<td>openQA Project</td>
<td>Improve package and base OS version support: Enable tests for more repos</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #72196</td>
</tr>
<tr>
<td>69157</td>
<td>openQA Project</td>
<td>Improve package and base OS version support: Update contribution hints or review checklists for package impact</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2021-05-23
<table>
<thead>
<tr>
<th>#</th>
<th>Project</th>
<th>Subject</th>
<th>Status</th>
<th>Assignee</th>
<th>Target version</th>
<th>Due date</th>
<th>Related issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>69154</td>
<td>openQA Project</td>
<td>Improve package and base OS version support: Bump versions to Leap 15.2</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #75235</td>
</tr>
<tr>
<td>69148</td>
<td>openQA Project</td>
<td>regression: output of self-tests on circle CI is missing from log view, &quot;tests&quot; tab shows nothing (due to timeout)</td>
<td>Resolved</td>
<td>cdywan</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69133</td>
<td>openQA Project</td>
<td>os-autoinst self-tests fail to remove tempdir on test failure</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69088</td>
<td>openQA Project</td>
<td>Present changes between packages on openQA worker machines in &quot;investigation&quot;</td>
<td>Resolved</td>
<td>lausuch</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69085</td>
<td>openQA Project</td>
<td>Make &quot;last good&quot; a link to a job instead of plain job ID</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69082</td>
<td>openQA Project</td>
<td>javascript lint tests</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>69058</td>
<td>openQA Project</td>
<td>openqa-review fails to download job module detail step text info files since around 2020-07-08</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68956</td>
<td>openQA Project</td>
<td>Restart the parent and child jobs of a test in a START_DIRECTLY_AFTER_TEST test chain</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68938</td>
<td>openQA Project</td>
<td>Try to reduce waiting time in case of qemu (early-)exits auto_review: &quot;QEMU terminated before QMP connection could be established at /usr/lib/os-autoinst/OpenQA/Qemu/Proc.pm line 443&quot;:retry</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68923</td>
<td>openQA Infrastructure</td>
<td>[epic] Use external videocencoder in production auto_review: &quot;External encoder not accepting data&quot;</td>
<td>Blocked</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #67342, Related to #70873, Related to #75256, Related to #76987</td>
</tr>
<tr>
<td>68872</td>
<td>openQA Infrastructure</td>
<td>job age max exceeds alarm threshold</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>2020-09-02 Blocked by #33127</td>
</tr>
<tr>
<td>68851</td>
<td>openQA Project</td>
<td>Allow qemu host IP to be something other than 10.0.2.2</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68785</td>
<td>openQA Infrastructure</td>
<td>[monitoring] Setup of QA generic monitoring instance</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #68758</td>
</tr>
<tr>
<td>68684</td>
<td>openQA Project</td>
<td>Port os-autoinst's build system to CMake</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68473</td>
<td>openQA Project</td>
<td>The test job is stuck on BIOS.</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>2020-07-28</td>
</tr>
<tr>
<td>68410</td>
<td>openQA Infrastructure</td>
<td>repeated alerts about &quot;no data&quot; that are not actionable and recover themselves often enough</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68362</td>
<td>openQA Project</td>
<td>Click on link to &quot;.qcow2 file display raw content inside the web browser</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68350</td>
<td>openQA Project</td>
<td>Improve package and base OS version support</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68260</td>
<td>openQA Project</td>
<td>[packages] prevent submission of failed packages from de vel:openQA:tested to Factory</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68167</td>
<td>openQA Project</td>
<td>[tests][services] Tests for systemd services and/or the daemon wrapper scripts and wrong arguments should exit services with failure</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-10-23</td>
<td>Related to #65933</td>
</tr>
<tr>
<td>68161</td>
<td>openQA Infrastructure</td>
<td>alert raised about &quot;Minion workers down&quot; after osd-deployment 2020-06-17</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>68131</td>
<td>openQA Project</td>
<td>[cache] Cache service misses requests from workers</td>
<td>Resolved</td>
<td>kraih</td>
<td>Ready</td>
<td></td>
<td>Related to #67975</td>
</tr>
<tr>
<td>68095</td>
<td>openQA Infrastructure</td>
<td>Migrate osd workers from SuSEfirewalld2 to firewallld</td>
<td>Resolved</td>
<td>mkittler</td>
<td>Ready</td>
<td></td>
<td>Related to #73633</td>
</tr>
<tr>
<td>68077</td>
<td>openQA Infrastructure</td>
<td>alert about too many failed minion jobs but <a href="https://openqa.suse.de/minion/jobs?state=fail">https://openqa.suse.de/minion/jobs?state=fail</a> ed shows none</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Project</td>
<td>Subject</td>
<td>Status</td>
<td>Assignee</td>
<td>Target version</td>
<td>Due date</td>
<td>Related issues</td>
</tr>
<tr>
<td>-----</td>
<td>------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------------</td>
<td>----------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>68053</td>
<td>openQA Infrastructure</td>
<td>powerqaworker-qam-1 fails to come up on reboot (repeatedly)</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td></td>
<td>Related to #80688, Related to #76984, Related to #75238, Related to #81058, Related to #89050, Related to #89551, Copied from #68050</td>
</tr>
<tr>
<td>67972</td>
<td>openQA Project</td>
<td>one module failed to upload results ending an otherwise fine job as failed (was: Some tests are flagged as failed whereas they passed)</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td>Has duplicate #68104</td>
</tr>
<tr>
<td>67810</td>
<td>openQA Project</td>
<td>trigger OBS builds of openQA github pull requests</td>
<td>Resolved</td>
<td>tinita</td>
<td>Ready</td>
<td></td>
<td></td>
</tr>
<tr>
<td>67804</td>
<td>openQA Infrastructure</td>
<td>use non-personal account and key for pushing needles on osd to gitlab.suse.de</td>
<td>Resolved</td>
<td>okurz</td>
<td>Ready</td>
<td>2020-11-05</td>
<td>Related to #89047, Copied from #67213</td>
</tr>
</tbody>
</table>